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Research Article 

 

How different incentives reduce scientific misinformation 
online 

 
Several social media employ or consider user recruitment as defense against misinformation. Yet, it is 
unclear how to encourage users to make accurate evaluations. Our study shows that presenting the 
performance of previous participants increases discernment of science-related news. Making participants 
aware that their evaluations would be used by future participants had no effect on accuracy. Lastly, 
monetary rewards have the largest effect on accuracy. Our study provides support for the idea that a 
person’s motivation is an essential component of their propensity to be vigilant online and that it is possible 
to devise strategies to strengthen this motivation. 
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Research questions  
• Do non-monetary interventions (e.g., prompting a comparison with others’ performance or 

having one’s own evaluation inform others’ decisions) incentivize online users to evaluate 
scientific and pseudoscientific content more accurately? 

• How do non-monetary incentives compare to remuneration? 

• Do users employ different search strategies when under different types of incentives?  

 

Essay summary 
• In a pre-registered online experiment (N = 3,999), we simulated a social media environment and 

measured participants’ ability to identify whether a Facebook-like post was scientifically valid or 
invalid.  

• Our results show that presenting the success rate of previous raters works as an incentive to 
evaluate information more accurately, but that monetary bonuses provide the strongest increase 
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in accuracy, and that only remuneration is associated with a greater use of external resources 
(e.g., search engines) that have been shown to meaningfully improve evaluation of new content. 

• While many avenues have been explored in recent years to try to stem the spread of 
misinformation online, our study provides further support to the idea that individuals’ motivation 
is an essential component of their propensity to be vigilant on the internet and that it is possible 
to design strategies aimed at strengthening this motivation. 

 

Implications  

 
The circulation of poor-quality information on the internet is a well-known problem with huge costs for 
our societies in the short and long term (Bruns et al., 2021; Jarvis et al., 2022). Social scientists, regulators, 
and social media platforms are all trying to improve the quality of online information. Some strategies for 
reducing the spread of disinformation target the sources, imposing filters on what can pass as information 
and sometimes even banning some sources (Bak-Coleman, 2022), like social media accounts targeted by 
so-called anti-fake-news laws (Alemanno, 2018). For instance, Google and Facebook policies ban websites 
spreading fake news from using their online advertising services (Wingfield et al., 2016). In 2020, Twitter 
decided to flag tweets with harmful or inaccurate information about COVID-19 (Roth & Pickles, 2020), and 
Facebook placed related articles immediately beneath controversial stories (Su, 2017). Clearly, these 
strategies are limited in scope and are seen by some political factions as both potentially abusive and 
infringing on people’s freedom of expression (Kozyreva et al., 2022). Moreover, there is the conceptual 
problem of defining what constitutes an accurate (i.e., correct) response, which requires an objective 
reference point that eventually will need to be confirmed by experts. 

This implies that end-user strategies are to be favored, as they boost people’s critical thinking ability 
while at the same time preserving political freedom of expression. Research has shown that people are 
indeed able to properly evaluate online information when given the appropriate tools or good reasons to 
do so (Pennycook & Rand, 2021; Roozenbeek et al., 2022).  

One effective approach is to incentivize individuals to provide unbiased assessments. Incentives, 
unlike the various forms of debunking, have the main advantage that they are not tailored specifically to 
the content of each false claim. The use of incentives has been proven to increase task accuracy in various 
computerized tasks (Rogstadius et al., 2011; Shaw et al., 2011; Tang et al., 2019). Monetary incentives, in 
particular, have been shown to significantly improve the ability to spot false information even when 
content is technical and goes beyond users’ expertise (Panizza et al., 2022). However, monetary incentives 
have very limited applicability and are less scalable than non-monetary incentives because their costs 
increase linearly as the number of users increases. Beyond the obvious practical issue of adapting such 
interventions to serve a large population, there is again the problem of defining what constitutes an 
accurate response.  

Assessing the accuracy of responses within the limited framework of an experiment may be feasible. 
However, extending a pay-for-accuracy scheme would require categorizing most information as either 
accurate or inaccurate, which is clearly impossible from an epistemological perspective. From a practical 
perspective, a comprehensive cost-benefit analysis would be necessary to determine whether a pay-for-
accuracy scheme is enforceable by social media platforms, but with the element at our disposal, we 
believe it unlikely that social media platforms would be able to establish and maintain such a scheme. 
Compared to non-monetary incentives that rely on minimal message interventions, interventions based 
on monetary incentives cannot be easily scaled or fully automated (Grüning et al., 2023). All in all, 
experimental investigations on monetary incentives are valuable, but other types of incentives should also 
be properly investigated.  
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Many interventions that aim to shape human behavior leverage people’s social tendencies to 
cooperate and compare with others (Baumeister & Leary, 2017; Goldstein et al., 2008). In fact, decision-
makers are influenced by other people’s behavior as well as by the consequences of their own behavior 
(Chapman, 2019). Panizza et al. (2023) show that online users’ evaluations are influenced by prior 
judgments of other users, even when they report not having done so, and regardless of whether prior 
judgments were accurate or misleading. Non-monetary incentives can take a variety of forms, from 
eliciting one’s competitive attitudes against other players to appealing to one’s sense of responsibility 
when their judgment could affect others. Reputation and the desire to fit in and conform to the 
expectations of one’s peer group is a powerful motivator. This phenomenon is particularly pronounced in 
the realm of social media, where achievement is often gauged by the extent of one’s network and the 
validation received from others. 

Given these considerations, we chose to explore the effectiveness of non-monetary incentives in two 
different ways, both of which depended on social factors: 1) comparing oneself against a success 
benchmark of previous raters, and 2) making participants aware that their evaluations would be used by 
future participants. The first approach stems from the observation that some of the most popular content 
on social media are posts inviting users to engage, for instance, by solving puzzles or sharing personal 
thoughts (Clark, 2021). The second approach is inspired by prosocial initiatives such as citizen science or 
crowdsensing (Scholtz & Mloza-Banda, 2019) and tries to engage participants by making salient the social 
consequences of their evaluations. 

We found that intervention 1 is effective: Presenting the performance of previous raters worked as 
an incentive to evaluate information more accurately, probably because people in this experimental 
condition were encouraged to be more vigilant towards disinformation. Humans have special cognitive 
skills—what Sperber et al. (2010) call “epistemic vigilance”—dedicated to monitoring information coming 
from others. Such information is evaluated against our own prior knowledge, but the amount of cognitive 
effort involved in deciding whether or not to believe a certain fact also depends on the relevance of that 
information to the recipient, which in turn depends on her own goals and priorities at the time she 
processes it. 

In that context, the first implication of this experiment is that it is, in principle, possible to incentivize 
accurate crowdsourced fact-checking using non-monetary incentives that are both highly scalable and do 
not restrict the users’ freedom of choice. Although prior knowledge is obviously important, if a high level 
of accuracy makes a difference, users will be more vigilant and attentive, even to their own cognitive 
limitations. Several results in the literature support the idea that individuals do mobilize their epistemic 
vigilance depending on the stakes associated with knowing the truth on a given topic. For instance, in the 
health domain, citizens are generally more vigilant against misinformation and more trusting of the 
medical consensus when they have to make an important decision about treatment choices (Motta & 
Callaghan, 2020). The challenge is to make the stakes of this epistemic vigilance more salient when, most 
of the time, false information has only a limited negative impact on the daily life of individuals. 

We also find that monetary bonuses provide an even stronger increase in accuracy. On the one hand, 
this finding might speak for the robustness and effectiveness of monetary rewards. In addition, 
compensation is a minimum requirement for completing distressing tasks such as content moderation, 
and platforms should not underestimate the ethical considerations of enlisting users without providing 
some sort of remuneration. On the other hand, this finding also implies that policymakers should try to 
design stronger scalable strategies that aim at making individuals more accurate. For instance, the present 
investigations tested two socially relevant strategies (i.e., presenting participants with others’ 
performance vs. making them aware that their judgments will inform others) as alternatives. However, it 
might be the case that increased accuracy benefits from the joint force of these two interventions. For 
instance, individuals’ accuracy might increase with interventions that simultaneously present the 
performance of peers and make participants’ responses available to other participants. In other words, 
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we have emerging evidence for the fact that non-monetary incentives can be effective, but it is important 
to understand (i) how they work (e.g., social comparison, peer pressure, etc.) and (ii) how their 
effectiveness can be boosted if we want them to be effective in increasing accuracy. 

Finally, we found that only monetary bonuses are associated with a greater use of successful search 
strategies. Despite the fact that intervention increases accuracy, it does not do so because people are 
using search strategies like lateral reading or source checking more often than non-incentivized subjects. 
This difference in behavior suggests that users do not necessarily need to search for additional 
information to evaluate content more accurately despite additional information producing clear benefits. 
The separation between evaluation outcomes and strategy supports the line of research suggesting that 
mere attention is sufficient to increase the discernment between false and true information (Fazio, 2020; 
Pennycook & Rand, 2021). It is unclear what might underlie this difference in behavior: whether different 
incentives impact different types of psychological mechanisms or whether simply monetary incentives 
have a quantitatively stronger impact on attention and motivation. In either case, providing these 
strategies could produce a further increase in performance in non-monetary incentives and could perhaps 
close the gap with monetary incentives. 

One potential limitation of our experimental design is the possibility that users, instead of revealing 
their personal evaluations, may simply try to respond to what they think the experimenters think about 
the validity of the content. While it’s challenging to eliminate this issue, our approach to significantly 
mitigate it involved the careful selection and pre-testing of multiple scientific content posts that 
minimized reliance on widely circulated scientific claims and hence did not spur huge polarization in the 
public debate. Where this was not possible—concerning denialist claims about climate change—we 
included a post that went in the opposite direction (i.e., a post predicting an imminent human extinction 
within the next decade). In addition to using scientifically invalid posts pushing in opposite directions, 
instructions were worded to avoid any possible expectations about the researchers’ beliefs on each topic. 
This problem has been recently raised and discussed in the literature, with encouraging evidence 
assuaging concerns about potential demand effects (Rathje et al., 2023). Moreover, although it is 
impossible to completely rule out this problem, we sought to address this concern by selecting and pre-
testing posts with content that does not polarize the public debate or by including posts that extremize 
widely held beliefs (e.g., about the imminent extinction of humans due to catastrophic climate change) to 
balance climate change denial posts.  

Another potential limitation to the applicability of the interventions is that prior exposure to false 
claims might counteract the use of incentives, if not backfire (Lewandowsky et al., 2012; Swire-Thompson 
et al., 2022). As with other interventions acting on users’ motivation, the effectiveness and helpfulness of 
incentives depend on their timing relative to initial exposure. However, given the ease with which non-
monetary incentives could be introduced on an online platform, it is reasonable to expect that such 
interventions could act before users are exposed online. 

There are other examples in the literature of non-content-specific interventions that have shown 
promising results. Fazio (2020) showed that introducing a mandatory pause during users´ evaluation of a 
headline reduces the likelihood of fake news being shared. Similarly, Pennycook et al. (2021) showed how 
working on shifting users’ attention can reduce the spread of false claims. In contrast to these works, our 
intervention offers an explicit incentive for users to be accurate that takes the form of a reward or the 
possibility to avoid a potential loss (e.g., public shame). This type of explicit incentive can be used on top 
of nudges that modify the choice architecture without the users being aware of it. 

Non-monetary incentives can be useful in combating misinformation because they are not content-
specific and do not restrict users’ freedom. Our study provides evidence on their effectiveness. 
Governments and large online platforms can use them to promote the accuracy of online users’ judgments 
without having to determine and impose what is and is not accurate. However, the mechanisms by which 
non-monetary incentives operate are still a bit of a puzzle. While monetary incentives encourage more 
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frequent use of fact-checking techniques, non-monetary incentives appear to operate at a different level, 
mobilizing users’ epistemic vigilance. 

 

Findings 

 
Finding 1: Merely presenting the performance of previous raters provides an incentive to evaluate 
information more accurately. 

 
Finding 2: Participants who knew that their responses would be used by future participants did not 
significantly increase accuracy compared to the control condition. 

 
We asked participants to rate the scientific validity of a Facebook post, and we recorded their responses 
on a scale from 1 (least accurate) to 6 (fully accurate).  

Participants rated the scientific validity of a Facebook post, and their responses were recorded on a 
scale from 1 (least accurate) to 6 (fully accurate). Displaying the performance of previous subjects 
increased accuracy (M = 4.01, β = 0.20 [0.00,0.40], z = 2.54, p = .016). By contrast, informing participants 
that their responses would be used by future participants did not significantly increase accuracy compared 
to the control condition (M = 3.95 versus M = 3.87, β = 0.11 [-0.09,0.32], z = 1.45, p = .175).  

 

 
Figure 1. Comparing different incentives. Bootstrap estimates of the average accuracy score by experimental condition (Min. 1, 
Max. 6, random response: 3.5). Asterisks refer to significance of contrasts in the ordinal logistic regression. *p < 0.05, **p < 0.01, 

***p < 0.001. 
 

Finding 3: Monetary bonuses provide an even stronger increase in accuracy. 
 

How do non-monetary incentives compare to remuneration of correct answers? Of the three 
interventions, monetary bonus was the one that had the strongest impact (M = 4.22, β = 0.50 [0.29,0.70], 
z = 6.21, p < .001), and was significantly more effective than both making the evaluation public (β = 0.38 
[0.18,0.59], z = 4.79, p < .001) and providing peer performance (β = 0.29 [0.09,0.50], z = 3.66, p < .001). If 
incentives of social nature may motivate people to make more careful evaluations of news, promises of 
compensation are between 2.5 and 4.3 times more effective. 
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Finding 4: Only monetary bonuses are associated with a greater use of successful search strategies. 
 

Do incentives lead participants to search for information differently? We measured self-report 
assessments of two search strategies: lateral reading (comparing claims on other websites through the 
use of a search engine) and click restraint (assessing multiple sources regardless of their position among 
the search results). Consulting external resources by means of a search engine has been shown to be a 
successful strategy to improve evaluation of new content. Monetary bonuses increased the share of 
participants using these strategies compared to the control (+4%, β = 0.61 [0.15,1.07], z = 3.423, p = .004), 
in line with previous results (Panizza et al., 2022).  

By contrast, non-monetary incentives did not significantly increase the use of these strategies (public 
evaluation of ratings: +1%, β = 0.13 [−0.26,0.53], z = 0.866, p = .580; providing peer performance: +0%, β 
= 0.06 [−0.34,0.46], z = 0.384, p = .701). The link between strategy use and performance is confirmed in 
our analyses (+0.54 [+0.32, +0.76] on the 1 to 6 scale, z = 4.78, p < .001).  

More frequent external searches could partly explain the increase in performance in the monetary 
bonus condition; despite being a strong predictor of performance, however, even 85% of participants who 
were offered the prospect of a bonus still reported not using any of these strategies. 
 

Methods 
 

Data, pre-registered hypotheses, and materials are available at https://osf.io/9vc7p/.  
 

Participants 
 
Three-thousand and nine hundred ninety-nine U.K. residents who met the eligibility criteria in our pre-
registration completed the study via Prolific. The average age was 37 (SD = 13, 6 not specified), 63% of 
participants were female (9 not specified), and 58.7% held a bachelor’s degree or higher. 

 
Materials 
 
Participants observed one out of 10 possible science-themed Facebook posts. Five posts contained 
scientifically valid claims, and the other five contained invalid claims. All posts came from relatively 
unknown sources (as pre-screened in Panizza et al., 2022), some of which were factually accurate, such 
as United Press International, while others had a record of fabricated news, such as sciencevibe.com. Lack 
of familiarity with the source allowed us to study scientific claims as they would appear through sponsored 
content, a widely used form of advertising on many social media platforms. Posts were selected out of a 
larger dataset through a pre-test survey (N = 99). This selection served to balance a number of features 
between valid and invalid posts: perceived bias in reporting, text comprehensibility, overall 
interestingness, plausibility of the claims, and familiarity with the news. This step was necessary to ensure 
that participants in our experiment were confronted with unfamiliar content and that, on average, they 
did not have a strong prior on the scientific validity of the post.  

 
Design and procedure  
 
Participants’ task in the experiment was to rate the scientific validity of the statements reported in the 
title, subtitle, and caption of the post (“How scientifically valid would you rate the information contained 
in the post?;” 6-point Likert scale from 1 [definitely invalid] to 6 [definitely valid]). After the rating, 

https://osf.io/9vc7p/
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participants filled out a series of control questions, including self-reported search style and perception of 
the Facebook post. 

Participants were randomly assigned to either a control group or one out of three incentive 
interventions. In the peer performance condition, participants read the following message prior to the 
task: “In a previous study, around 7 out of 10 participants were able to answer correctly. What about 
you?” The statistic was calculated from a previous study using the same evaluation setup. In the inform 
others condition, participants were informed that their evaluation “will help other participants recognize 
whether the post is scientifically valid or not. We will show your evaluation to other prolific participants 
in a subsequent study, and your response will inform their decision.” Finally, in the monetary bonus 
condition, participants’ participation fee was doubled if they correctly evaluated the scientific validity of 
the post. 
 

 
Figure 2. Facebook post example. Screenshot of one of the posts for participants to evaluate. Evaluation was self-paced, and 
participants were free to leave the study page to search for information online by clicking on one of the links in the post or by 

opening new tabs. 
 

Analyses 
 
Validity ratings were re-coded in terms of accuracy of evaluations. We measured difference in accuracy 
through an ordinal logistic regression and adoption of search techniques using simple logistic regressions. 
All p-values and confidence intervals were corrected for multiple comparisons (false discovery rate 
correction). Pre-registered and exploratory analyses were not reported in the main text; these, as well as 
any minor deviations from the original protocol, are reported in the supplementary materials. 
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Appendix A: Supplementary methods 
 
Participant selection 
 
We recruited 4,003 U.K. residents through the online platform prolific.co on the 25th of April, 2022. The 
sample size (N = 1,000 per experimental condition) was determined based on related findings in previous 
experiments (Guess et al., 2020; Panizza et al., 2022). Assuming an ɑ level of 5% and power 1 - β = 95%, 
we expected to capture even small differences between conditions (minimum detectable effect size f = 
0.07). Four participants were excluded due to pre-registered criteria (using a mobile phone while desktop 
devices were mandatory, in concordance with previous studies). Hence, analyses were conducted on 
3,999 participants. Participants were paid £0.70 for their time. The median completion time of the 
experiment was four minutes (minimum 31 seconds, maximum 99 minutes), and the median hourly pay 
was around £11.20/hour.  
 
Additional measures 
 
In addition to the social validity of the post and the search behavior, participants were asked a number of 
control questions. These consisted of self-report measures of confidence in the validity rating (“How 
confident are you in your response?;” 6-point Likert scale from 1 [don’t know] to 6 [absolutely certain]), 
intention to share the post (“Would you consider sharing this story online [e.g., through social networks 
or messaging apps)?;” Yes/No]), plausibility of the post content (“How plausible do you find the content 
of the post?;” 6-point Likert scale from 1 [totally implausible] to 6 [totally plausible]), subjective 
knowledge about the post’s content (“How much do you know about [topic]?;” 6-point Likert scale from 
1 [nothing at all] to 6 [a great deal]), personal relevance of the post’s content (“We are considering 
compiling a comprehensive summary of the scientific discussion behind the content of the post. If so, 
would you be interested in receiving it by private message on your prolific account?;” Yes/No), familiarity 
with the source (“Did you know [name of source] before the experiment?;” Yes/No), perceived 
trustworthiness of the source (“How much do you trust [name of source]?;” 5-point Likert scale from 1 
[not at all] to 5 [entirely]), sharing frequency of social media (“Approximately how many news articles, 
memes, opinion pieces, etc. have you shared in the last week?”), trust in scientists (“In general, how much 
do you trust scientists to do what is right?;” 6-point Likert scale from 1 [not at all] to 6 [A lot]), 
conspiratorial beliefs on 5-point Likert scales combined into a mean index taken from Bode & Vraga 
(2018), altruism (adapted from Rushton et al., 1981), and social comparison (adapted from Gibbons & 
Buunk, 1999). In addition to responses in the questionnaire, we obtained information about participants 
from the recruiting platform, such as their level of education, socio-economic status, social media use, 
and belief in climate change. 
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Appendix B: Supplementary analyses 
 

Design balance and descriptive statistics 
 
Participants were evenly randomized across posts (Chi-squared test, χ2(9) = .347, p ≈ 1) and across 
conditions (Chi-squared test, χ2(3) = .089, p = .993). The median time to evaluate the Facebook post was 
32 seconds in the control condition (inform others condition: 35 seconds; peer performance condition: 35 
seconds; monetary bonus condition: 42 seconds; minimum overall time: 3 seconds, maximum overall 
time: 25 minutes). On a scale from 1 to 6 (3.5 response at chance level), the average accuracy score in the 
control condition was 3.87 (SD = 1.37; inform others condition 3.95, SD = 1.38; peer performance condition 
4.01, SD = 1.45; monetary bonus condition 4.22, SD = 1.46). In the control condition, 61.2% of participants 
correctly guessed the scientific validity of the post (inform others: 63.2%, +2% compared to control; peer 
performance: 65.1%, +3.9%; monetary bonus: 70.5%, +9.3%). 
 
Pre-registered analyses 
 
As our accuracy scale was on a scale from 1 to 6, we also tested a simpler binary measure that tested 
whether participants were correct (e.g., giving a “valid” rating when the post contained valid claims) or 
incorrect (e.g., giving a “valid” rating when the post contained invalid claims). Results were consistent 
with the results in the main text, with the only difference that the difference between the peer 
performance and control condition was not significant at the 5% level (Mperformance − Mcontrol = +4%, β = 0.17 
(-0.07,0.41), z = 1.829, p = .101, puncorrected = .067). This result may be attributable to both a lower statistical 
power of the test and a lower effectiveness of this incentive compared to monetary bonuses. 

 
Robustness analyses 
 
We replicate the main hypotheses, excluding participants who failed the attention check in the study (“If 
you are reading carefully, select Completely agree.”). Thirty-three participants failed the attention check. 
Analyses excluding this subgroup provide almost identical results for the effect of the experimental 
conditions (peer performance: β = .20 [.02, .39], z = 2.566, p = .016; inform others: β = .11 [-.07, .30], z = 
1.413, p = .158; monetary bonus: β = .50 [.31, .69], z = 6.278, p < .001). All other tests pertaining to search 
style frequency and their predictiveness of accuracy scores remain equally significant. 

We also repeat the analyses using mixed-effects models, including post id as a random intercept. 
Again, results are almost identical for the effect of the experimental conditions and the frequency and 
effectiveness of search strategies like lateral reading and click restraint. 

 
Psychometric correlates of non-monetary incentives 
 
As an exploratory analysis, we tested whether general altruism as measured in the adapted version of the 
self-report altruism scale (Rushton et al., 1981) predicted the effectiveness of the message in the inform 
others condition. Similarly, we tested the predictive power of a reduced version of the social comparison 
scale (Gibbons & Buunk, 1999) for the effectiveness of the message in the peer performance condition. 
The short form of these two questionnaires, however, presented poor internal consistency for both scales 
(self-report altruism scale, 6 items: α = .683; social comparison scale, 4 items: α = .697), therefore, the 
interpretation of results is problematic. 

Correlational analyses suggest that neither scale predicts performance in the corresponding condition 
(altruism scale for inform others condition: β = .011 [−.020, .041], z = 0.680, p = .499; social comparison 
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scale for peer performance condition: β = −.011 [−.050, .027], z = −0.570, p = .573). As an additional 
measure, we also test whether these scales moderate the effect of condition. We run two ordinal logistic 
regressions predicting accuracy scores, one comparing control with peer performance condition and the 
other comparing control with the inform others condition. For the peer performance comparison, we 
include the social comparison scale as main effect and in interaction with condition. For the inform others 
comparison, we include the altruism scale as main effect and in interaction with condition. The prediction 
in both cases is that if the underlying psychometric traits of social comparison and altruism influence the 
effectiveness of the incentive in the respective conditions they are associated with. In other words, the 
interaction term between scale and condition should be significant. What we find instead is that the 
interaction is non-significant in both tests (social comparison score × peer performance concern condition: 
β = −.02 [−.08, .03], z = −0.870, p = .381; altruism score × inform others: β = −.02 [−.06, .03], z = −0.820, p 
= .412). 

The lack of significance of these exploratory analyses may be due to a number of factors, including 
the non-significant effect of the inform others condition combined with scales having questionable 
internal consistency (both having Cronbach’s α < .70). The reduction of items for each scale might have 
contributed to reducing the scales’ consistency and predictive power of the questionnaires, which in turn 
might have led to failures in observing a connection between social comparison concerns and accuracy in 
the peer performance condition. It is also possible that the amount of concern for social comparison 
required for the incentive to work is relatively low and, therefore, does not necessarily require high scores 
on the relevant psychometric scale. 

 
 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 


