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Abstract

We investigate both stationary and time-varying, nonmonotone generalized Nash equilibrium problems
that exhibit symmetric interactions among the agents, which are known to be potential. As may happen in
practical cases, however, we envision a scenario in which the formal expression of the underlying potential
function is not available, and we design a semi-decentralized Nash equilibrium seeking algorithm. In
the proposed two-layer scheme, a coordinator iteratively integrates possibly noisy and sporadic agents’
feedback to learn the pseudo-gradients of the agents, and then design personalized incentives for them.
On their side, the agents receive those personalized incentives, compute a solution to an extended game,
and then return feedback measurements to the coordinator. In the stationary setting, our algorithm returns
a Nash equilibrium in case the coordinator is endowed with standard learning policies, while it returns
a Nash equilibrium up to a constant, yet adjustable, error in the time-varying case. As a motivating
application, we consider the ride-hailing service provided by several competing companies with mobility

as a service orchestration, necessary to both handle competition among firms and avoid traffic congestion.
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I. INTRODUCTION

Noncooperative game theory represents a contemporary and pervasive paradigm for the
modelling and optimization of modern multi-agent systems, where agents are typically modelled
as rational decision-makers that interact and selfishly compete for shared resources in a stationary
environment. Here, the (generalized) Nash equilibrium solution concept [1] denotes a desired
outcome of the game, which is typically self-learned by the agents through iterative procedures

alternating distributed computation and communication steps [2]—[5].

Real-world scenarios, however, are rarely stationary. This fact, along with recent developments
in machine learning and online optimization [6]—[12], has fostered the implementation of online
multi-agent learning procedures, thus contributing in growing the interest for games where the
population of agents ambitiously aim at tracking possibly time-varying Nash equilibria online. In
this paper we focus on both static and time-varying nonmonotone generalized Nash equilibrium
problems (GNEPs) that exhibit symmetric interactions among the agents, for which we design a
semi-decentralized algorithm with convergence guarantees. The presence of symmetric interactions,
indeed, brings numerous advantages to the GNEP that enjoys it. Among them, the underlying
GNEP is known to be potential with associated potential function [13], [14], which implicitly
entails the existence of a generalized Nash equilibrium (GNE). Nonetheless, such a potential
function frequently enables for the design of equilibrium seeking algorithms with convergence
guarantees (especially in nonconvex setting [15]-[18]). However, unless one has a deep knowledge
on the main quantities characterizing the symmetric interactions of the GNEP at hand, finding the
formal expression of the potential function is known to be a hard task [14, Ch. 2] [19]. Moreover,
in many in-network operations that require some degree of coordination it is highly desirable
that the parameters of the agents’ cost function, which reflect local sensitive data, stay private.
In particular, our work is widely motivated by the ride-hailing application with mobility as a

service (MaaS) orchestration formally developed and described in §VI.

In this framework, the proposed two-layer algorithm then reads as follows: in the outer loop,
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we endow a coordinator with an online learning procedure, aiming at iteratively integrating
possibly noisy and sporadic agents’ feedback to learn some of their private information, i.e., the
pseudo-gradient mappings associated to the agents’ cost functions. The reconstructed information
is thereby exploited by the coordinator to design personalized incentives [11], [20]-[22] for the
agents, which in turn compute a solution to an extended game, and then return (dis)satisfaction

feedback measurements to the coordinator.

A. Related work

A recent research direction established the convergence of online distributed mirror descent-type
algorithms in strictly monotone GNEPs [23], aggregative games with estimated information [24],
or in price-based congestion control methods for generic noncooperative games [25]. Conversely,
[26] focused on the prediction of the long-term outcome of a monotone Nash equilibrium
problem (NEP), also extended to the case of delays in the communication protocol [27]. The
convergence of no-regret learning policies with exponential weights in potential games within a
(semi-)bandit framework was explored in [28], while [29] introduced an algorithm with sublinear
Nash equilibrium regret under bandit feedback for time-varying matrix games, and [30] showed
that, in case of a slowly-varying monotone NEP, the dynamic regret minimization allows the
agents to track the sequence of equilibria. Unlike the problem setting considered in this paper,
[31] dealt with the quadratic class of stationary nonmonotone GNEPs only where a feedback to

the coordinator was provided at every iteration.

We remark that our primary goal is to devise an algorithm to solve the GNE seeking problem
of an assigned noncooperative game. We do that by endowing a central coordinator with a
learning procedure to reconstruct individual information of the agents, which is hence exploited
to design personalized incentives, thus enabling for the equilibrium seeking. This is however
misaligned with the overall goal of typical agents’ utility and mechanism design, which mainly
consists in designing games and payoff functions in which certain emergent behaviours coincide

with a desirable outcome [32]-[34].

Finally, our semi-decentralized scheme may also be interpreted as a Stackelberg game in

May 23, 2023 DRAFT



which the leader does not control any decision variable, albeit aims at minimizing the unknown

potential function on the basis of optimistic conjectures on the followers’ strategies [35], [36].

B. Summary of contributions and paper organization

In contrast to the aforementioned literature, we consider nonmonotone GNEPs admitting
symmetric interactions, for which we propose an online learning procedure based on personalized

incentives [11], [20], [21]. The main contributions made can be summarized as follows:

o We design a semi-decentralized scheme that allows the agents to compute (or track in a
neighbourhood) a GNE of a nonmonotone GNEP that admits an unknown potential function

(SII-III). In particular:

— In the static case, we show that the proposed algorithm converges to a GNE by exploiting
the asymptotic consistency bounds characterizing typical learning procedures for the
coordinator, such as least squares (LS) or Gaussian process (GP) (§IV);

— In the time-varying setting, we show that the fixed point residual, our metric for assessing
convergence, asymptotically behaves as O(1), i.e., the proposed semi-decentralized
scheme allows the agents to track a GNE in a neighbourhood of adjustable size (§V)

 Inspired by real data available online [37], we develop a mathematical model capturing
intrinsic features of the competition arising among companies of different size participating
in the ride-hailing market with MaaS orchestration. The developed model is then used as a

case study to corroborate our theoretical results (§VI);

We also show that the design of the personalized incentives is key for the convergence of the
algorithm, as they bring a twofold benefit: i) enabling the agents for the computation of a
variational generalized Nash equilibrium (v-GNE) in the inner loop by acting as a convexification
terms for their cost functions; and ii) boosting the convergence and/or lessening the tracking
error through a fine tuning of few parameters. Since our convergence results strongly rely on the
knowledge of a private information held by each agent, specifically, the Lipschitz constant of

their cost functions, in Appendix E we provide a possible learning-based solution to address this
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privacy issue, also accompanied by a dedicated analysis. The proofs of theoretical results are all

deferred to Appendix A-D.

Notation

N, R and R>( denote the set of natural, real and nonnegative real numbers, respectively. S"

is the space of n x n symmetric matrices. For vectors vy,...,vy € R" and Z = {1,..., N},
we denote v == (v{,...,v})" = col((v;)iez) and v_; == col((v;)jen (}). With a slight abuse of

notation, we also use v = (v;, v_;). C! is the class of continuously differentiable functions. The
mapping F' : R® — R" is monotone on X C R™ if (F(z) — F(y)) (x —y) >0 forall z,y € X;
strongly monotone if there exists a constant ¢ > 0 such that (F(z) — F(y))" (z —y) > c||x —y||?
for all z,y € X'; hypomonotone if there exists a constant ¢ > 0 such that (F(x)—F(y)) " (x—y) >
—cl|lz — yl|? for all z,y € X.If F is differentiable, Jr : R” — R™*" denotes its Jacobian matrix.
Throughout the paper, variables with ¢ as subscript do not explicitly depend on time, as opposed

when ¢ is an argument.

II. PROBLEM FORMULATION

We consider a noncooperative game I' := (Z, (X;);ez, (9i)icz), with N agents, indexed by the
set Z .= {1,...,N}. Each agent i € Z controls a local variable x; € X; C R™ and, at every

discrete time instant ¢ € N, aims at solving the following time-varying optimization problem:

xflnel;(ll gi(xi, x_;;t)

Viel: 1
'E st hi(x) + Z h;(z;) <0, @

JET\{i}
for some ¢g; : R" XN — R, n = Zig n;, which denotes the private individual cost, whose
value at time ¢ € N can be interpreted as the (dis)satisfaction of the i-th agent associated to the
collective strategy (z;, x_;). The collection of optimization problems in (1) amounts to a GNEP,
where every h; : R™ — R™ is a map stacking m coupling, yet locally separable, constraints
among the agents. First, we define sets X' := [[,.; &; and X;(z_;) = {x; € & | h(x;, z—;) < 0},

with h(z;, ®_;) = hi(x;) + 3_;cq iy i (2;), and then we introduce some standard assumptions:
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Standing Assumption 1. For each i € Z, and for all t € N,

i) The mapping x; — g;(x;,x_;;t) is of class C* and has a {;-Lipschitz continuous gradient;
ii) X, is a nonempty, compact and convex set, h; : R" — R™ is a convex and of class C*

function. 0

The feasible set of the time-varying GNEP I" thus coincides with Q = {x € X | h(x) < 0} [1,
§3.2]. In the proposed time-varying context, we are then interested in designing an equilibrium

seeking algorithm for the game I, according to the following popular definition of GNE:

Definition 1. (Generalized Nash equilibrium [1]) For all t € N, x*(t) € 2 is a GNE of the game
' if, for all v € 1,

gi(x;(t),®%;(1);t) < infgi(ys, ®X(0);1). 2)
i €Xi (24 (1))

A collective vector of strategies x*(t) € € is therefore an equilibrium at time ¢ € N if no
agent can decrease their objective function by changing unilaterally «*,(¢) to any other feasible
point. Note that Definition 1 assumes a local connotation if one simply focuses on a certain
neighbourhood of x*(¢) for which condition (2) holds true. Throughout the paper we will make
use of the following assumption on the pseudo-gradient (or game) mapping G : R” x N — R",

which is formally defined as G(x;t) == col((Vy,gi(xi, ®_i;t))iez):

Standing Assumption 2. For every x € Q and t € N, Jg(x;t) € S™ O

Roughly speaking, Standing Assumption 2 establishes that each pair of agents (i,j) € Z*
influences each other in an equivalent way. For the mapping G, this entails the existence of a
differentiable, yet possibly unknown, function 6 : R” x N — R such that G(x;t) = VO(x;t), for
all x € Q2 and ¢t € N [38, Th. 1.3.1], which coincides with an exact potential function [13], [14],

[39] for I' and can be characterized as stated next.

Lemma 1. For allt € N, @ — V0(x;t) is (-Lipschitz continuous, while x — 0(x;t) is (-weakly

convex, i.e., & — 0(x;t) + ||z||? is convex, with (=", {;. O
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Note that ¢ is a smooth function that in principle may be nonconvex. Let O(t) := argmin, ., 0(y;t)
be the set of its (local and global) constrained minimizers, assumed to be nonempty, and ©%(t)
be the set of its constrained stationary points, with O(t) C ©°(¢), for all ¢ € N. We stress that
the nonemptiness of ©(t) guarantees the existence of an (at least local) GNE for I', since any
x*(t) € O(t) satisfies the relation in (2). It is well-known in potential game theory, indeed, that
any minimum point of the exact potential function # coincides with a GNE, whose global or

local nature depends on the point computed in O(t) — see, for instance, [16], [17], [40].

A. Main challenges and technical considerations

In the considered framework, we identify three main critical issues that rule out the possibility
to compute a GNE for the GNEP I in (1) through standard arguments, thus fully motivating the

design of a tailored learning procedure.

First, the time-varying nature of the optimization problems in (1) calls for an answer to the
thorny question on whether there exist online learning policies that allow agents to track a Nash
equilibrium over time (or to converge to one if the stage games stabilize). Even in the case of a

potential game with known potential function, this is a challenging problem [28].

In addition, despite the symmetry of interactions among agents, we note that for all ¢ € N the
mapping « — G(x;t) may not be monotone, a key technical requirement for the most common
solution algorithms for GNEPs available in the literature, which compute a GNE by relying on

the (at least) monotonicity of the pseudo-gradient mapping [2]-[5].

Finally, we stress that Standing Assumption 2, albeit quite mild and practically satisfied in
several real-world scenarios [41]-[44], is key to claim that the underlying GNEP is potential.
However, unless one has a deep knowledge of the GNEP at hand, finding the formal expression
of the potential function is known to be a hard task [14, Ch. 2]. Thus, we assume not to have an

expression for 0(x;t) that can be exploited directly for the equilibrium seeking algorithm design.

To address these crucial issues, we design personalized feedback functionals u; : R" x N — R
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Coordinator

(Ve 9it(wi,_i3t))iez

(wi(a:1)))iez | Population of agents 1 {(a7,. pi(t)}iex
g xy €N

Fig. 1: Personalized incentives as feedback design to steer the population to a point guaranteeing

the “minimum” (dis)satisfaction, according to the unknown function 6.

Algorithm 1: Two-layer semi-decentralized scheme
Iteration (¢ € N):

e (S0) Learn pseudo-gradients (V,g;+—1(x;_1;t — 1))iez
e (S1) Design personalized incentives (u;(x;t));er
o (S2) Compute a GNE of the extended game T, xz; €

e (S3) Retrieve noisy agents’ feedback {(z},, pi(t))}iez

in the spirit of [11], [20], [21], [31], which are then used as “control actions” in the semi-
decentralized scheme depicted in Fig. 1. Specifically, our goal is to steer the noncooperative
agents to track minimizers of the unknown, time-varying function 6, i.e., a GNE of the game T’,
according to Definition 1. Any x*(t) € ©(t) can indeed be interpreted as a collective strategy

that minimizes the (dis)satisfaction of the of agents, measured by the function 6.
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III. LEARNING ALGORITHM WITH

PERSONALIZED INCENTIVES

A. The two-layer algorithm

The proposed approach is summarized in Algorithm 1, where black-filled bullets refer to the
tasks that have to be performed by a central coordinator, while the empty bullet to the one
performed by the agents in Z. Thus, in the outer loop a central entity aims at learning online the
unknown, time-varying function @ (or its gradient mapping, V) by leveraging possibly noisy and
sporadic agents’ feedback on the private functions g;’s (S0). On the basis of the estimated g; ;, at
item (S1) the coordinator designs personalized incentive functionals u;, which are successively
communicated to the noncooperative agents taking part to the game. These latter then face
with an extended version of the GNEP T in (1) at item (S2), i.e., I = (Z, (X))icz, (fi)icz),
with g;(z;, x_;;t) + wi(z;, x_i;t) = fi(z;, x_;;t) in place of g;(x;, x_;;t). Under a suitable
choice of the personalized incentives, we will show that they act as regularization terms, as
well as they trade-off convergence and robustness to the inexact knowledge of function # and
its gradient. Specifically, such incentives enable for the practical computation of an equilibrium
of the extended game T at item (S2) through available solution algorithms for GNEPs [2], [4],
[5], which typically require distributed computation and inner communication rounds among the

noncooperative agents in Z.

Note that standard procedures in literature typically returns a v-GNE [1], [45], which coincides
to any solution to the GNEP T that is also a solution to the associated variational inequality (VI),

i.e., any vector x; € (2 such that, for all ¢ € N,
(y —x}) " F(xf;t) >0, forally € Q, t €N, (3)

where the mapping F' : R"xN — R" is formally defined as F'(x;t) := col((V, fi(xi, T _i;1))icz) =
G(x;t) + U(x;t), and U(x;t) == col((Vy,ui(x;, _;;t));er). For these reasons, in referring to
the computational step (S2), we tacitly assume that the agents compute a v-GNE of the extended

game I.

May 23, 2023 DRAFT



Finally, at item (S 3) the agents communicate feedback measures and their equilibrium strategies,
{(x7 4 i(t)) yiez, with p;(t) == gi(z};t) + iy, for some random variable &;, to the central entity,
thus indicating to what extent the current equilibrium «; (dis)satisfies the entire population of

agents.

Besides the time-varying nature of the original game I, introducing the personalized incentives
u;(z;, ©_;; t) further modifies T, thus forcing the agents to deal with an extended game I at
each step (S2) of Algorithm 1. The relation between the equilibria of I" and T is hence not
straightforward. What we prove later in the paper is that our approach allows the agents to
compute (or track in a neighbourhood) a GNE of the original GNEP I, particularly that GNE
coinciding with a minimum of the unknown potential function 6(x;t). We can therefore claim
that, as t — oo, I' and T share at least one equilibrium, precisely that one coinciding with
a minimum point of 0(x;t). In different words, the learning procedure . characterizing the
central coordinator, along with the parametric personalized incentives chosen, allows us to locally

approximate the original nonmonotone GNEP I' around a certain GNE trajectory.

B. Personalized incentives design

In view of Standing Assumption 2 we have G(x;t) = V0(x;t), and hence a natural approach
to design the personalized incentives u; seems to iteratively learn and point a descent direction
for the unknown function 6, thus implicitly requiring one to estimate the pseudo-gradients
(Vi gi(zi,@_i;t))icz, at every t € N. Along the line of [20], [31], we assume the central
coordinator being endowed with a learning procedure .# such that, at every outer iteration ¢t € N
(Algorithm 1, item (S0)), it integrates the most recent agents’ feedback {p;(t — 1) };ez to return
an estimate of the pseudo-gradients, (V,,G;:—1(x;_1;t —1));cz. A possible personalized incentive

functional can hence be designed as

wi(x;t) = sc(t)||z; — :Ef(t)HQ, for all : € 7, %)

1
2
where z7(t) = 2}, | + &(t)Va,Gip—1(x}_,;t — 1), for some parameters c(t), £(t) > 0, for all
t € N. Unlike what one might expect, each z; (¢) requires a positive sign for the gradient step

E(t)Vau,Gis—1(x;_1;t — 1). However, note that this fact is not uncommon — see, e.g., the recent
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Heavy Anchor method [5, Eq. (7)]. Moreover, we will also discuss later on how such a choice
enables us to boost the convergence of Algorithm 1 or lessen the tracking error through a fine

tuning of £(t).

Thus, once the parametric form in (4) is fixed, we design suitable bounds for ¢(¢) and () in
such a way that the sequence of GNE, (x});cn, monotonically decreases (x;t) and converges
to some point in O(¢). As stressed in the previous section, the gain ¢(¢) is crucial to enable for

the computation of a v-GNE at item (S2) in Algorithm 1, as formalized next:

Proposition 1. Let ¢(t) > 2( for all t € N. Then, with the personalized incentives in (4), the

mapping x — F(x;t) is (-strongly monotone, for all t € N. O

Thus, at every ¢t € N, in (S2) the population of agents computes the (unique, see [38,
Th. 2.3.3]) v-GNE associated to the extended version of the GNEP in (1), I'. A key quantity for
the convergence analysis of the proposed algorithm, both in the stationary and time-varying case,
will be the fixed point residual A} = x; — x}_;, whose norm “measures” the distance to the

points in ©° when the function #(x) is fixed in time.

Lemma 2. Let (x})icn be the sequence of v-GNE generated by Algorithm 1 with 1—c(t)&(t) > 0,

assume perfect reconstruction of the mapping x — G(x), and that |A}|| = 0 for some x} € ).

Then, x; € ©°. O

As briefly seen, choosing and tuning appropriately the parameters c(¢) and £(t) is important to
drive the sequence of v-GNE (& );cn along a descent direction for the unknown 6, and ensuring
|AF]| — 0. Typically, we need c(t) > 20(t),1 — ¢(t)&(t) > 0, and we will see in §VI how
different choices could boost convergence and performance. In case of imperfect reconstruction
of x — G(x), or in the time-varying setting, we also adopt the average value of ||A}|| over
a certain horizon of length 7" € N, i.e., = >, |Af|l, 7 = {1,...,T}, as a metric for the

convergence of the sequence (x});cn generated by Algorithm 1 to the stationary point set.

We remark here that, on the one hand, finding the stationary points is the general goal in

nonconvex setting [46], and on the other hand, since Algorithm 1 generates monononically
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decreasing values for 6, the application of simple perturbation techniques (e.g., [47]) can ensure
that the stationary points to which we converge are in practice constrained local minima for 6,
namely points belonging to © C ©°, and therefore GNE of the GNEP I in (1), according to
Definition 1. A technique that works well in practice is to use G(x) = V6(x) to verify whether

a is a minimum point of ¢ by small feasible perturbations, and if not, introduce that perturbation

into (4).

Remark 1. The bounds on the parameters c(t) and £(t) provided in the paper assume the
knowledge of the constant of weak convexity of 0, { = )., (;. As long as the coordinator
is endowed with a learning policy, however, one may include this additional condition in the
learning process, thus obtaining bounds that depend on (>0, the estimate of L. We discuss and

elaborate more around this point in Appendix E. U

IV. THE STATIONARY CASE

We start by discussing the case in which each g; in (1) is fixed in time, thus implying that
O(x;t) = O(x). First, we analyze the case of perfect reconstruction of the pseudo-gradient
mappings (V,Git—1(;_;))iez (§IV-A), and then we investigate their inexact estimate (§IV-B).
Here, our result will be of the form (1/7") Y, [|Af|| = O(1) in case the reconstruction error
is non-vanishing. Otherwise, (1/7") >, ||A}]| = 0 (§1V-C), thus recovering the results shown
in §IV-A.

A. Online perfect reconstruction of the pseudo-gradients

In case the learning procedure .# enables for V., g+ 1(x; ;) = V,g(x;_,), i € Z, by
adopting the personalized incentives in (4) at every outer iteration ¢ € N, we have the following

result:

Lemma 3. Let c¢(t) > 2¢ and &(t) € [0,1/c(t)), for all t € N. Then, with the personalized

incentives in (4), the vector A! is a descent direction for 0(x} ), i.e, AF' VO(x; ) <0. O
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Then, if c(t) (resp., £(t)) is large (small) enough, at every iteration ¢t € N of Algorithm 1, the
personalized functionals in (4) allow to point a descent direction for the unknown (dis)satisfaction

function 6. Next, we establish the convergence of the sequence of v-GNE generated by Algorithm 1.

Proposition 2. Let c¢(t) > 20 and {(t) € [0,1/c(t)), for all t € N. With the personalized incentives
in (4), the sequence of v-GNE (x}).cn, generated by Algorithm 1, converges to some point in

©°. U

By introducing «(t) := 1 — ¢(t)&(¢), from the first step of the proof of Proposition 2 we have
that 6(z7) < 0(zi_,) — (2 = a(t))/2a(t)[| A7

c(t)&(t) allows us to boost the convergence of Algorithm 1 to some point in ©° (also observed on

2, which points out that a fine tuning of the term

a numerical example in [31, §V]). This essentially explains the choice for a positive sign in the
gradient step of (4). However, due to the presence of noise in the agents’ feedback {p;(t — 1) }.e7,
it seems unlikely that the online algorithm .Z is able to return a perfect reconstruction of

(Va,Gi1—1(27_1))icz, at least at the beginning of the procedure in Algorithm 1.

B. Inexact estimate of the pseudo-gradients

At every outer iteration ¢ € N, we assume the coordinator has available X' € N agents’
feedback {p(k)}rex, K == {1,..., K}, and p(k) = col((pi(k))iez) € RY, to estimate the
gradients (V,g;(z;,_;))ier (and hence the mapping & — G(x)). The value of K reflects
situations in which the coordinator gathered information before starting the procedure (K > t), or
it obtains sporadic feedback from the agents (K < ). Without restriction, we make the following,
standard assumption on the reconstructed mapping x — ét(w) directly, rather than on each

single gradient [10], [12], [20].

Assumption 1. For all t € N and © € X, Gt(af;) = G(x) + ¢, and, for any 6, € (0, 1], there

exists t < oo and available K, agents’ feedback such that
P{lle]| <e(K) |Vt >t,VK > K1} >1— 0y,

for some nonincreasing function e : N — Rsq such that ¢(K) < oo, for all K € N. O

May 23, 2023 DRAFT



With Assumption 1, the reconstruction error on x +— G(x) made by . is bounded with high

probability 1 — §; by some function of the available K agents’ feedback.

Remark 2. Assumption 1 is reasonable for various learning strategies. Consider for instance

t while for a function

e(K) oc 1/t?,9 € [0,1/2), then §; o< T'(1/s,t°), with ¢ =1 — 29 € (0,1], and T'(-,-) being the

a scalar LS estimator: take e(K) = e, i.e., a constant, then 6; x e~

upper incomplete Gamma function. The latter is finite for our choice of parameters, and goes
to zero as t — oo. In both cases Assumption 1 is verified. See also [21, Lemma A.4] for the

derivations and further extensions. 0

After defining quantities x(t) = (1 — «(t))/2a(t) and B(t) == (2 — a(t))/2a(t), we have the

following result.

Lemma 4. Let Assumption 1 hold true for some fixed 5, € (0, 1], ¢(t) > 20 and £(t) € [0,1/¢(t))

for all t € N. Then, with the personalized incentives in (4), for all t >t we have

2
AT VB(et ) < 20K - 1) - (I8 - sy ek )

with probability 1 — 6, for some K > Kj. O

In case of inexact estimate of the pseudo-gradients, the vector A} is not guaranteed to be a
descent direction for the unknown function 6. In fact, the term ¢?(K — 1) rules out the possibility
that the LHS in (5) is strictly negative, albeit it can be made arbitrarily small through x(t) by
an appropriate choice of the step-size £(t). As in §IV-A, the following bound characterizes the

sequence of v-GNE generated by Algorithm 1.

Theorem 1. Let Assumption 1 hold true for some fixed 6, € (0, 1], ¢(t) > 2¢ and £(t) € [0,1/¢(t)),
for all t € N. Moreover, let some T € N be fixed, T .= {t+1,...,T +t} and, for any global
minimizer x* € ©, A; = 0(x7) — 0(x*). Then, with the personalized incentives in (4), the
sequence of v-GNE (x})ic7, generated by Algorithm 1, satisfies the following relation with
probability 1 — 0,

LSTIAN < 25, /3 (B2 + Zex(g(t)) + 25 S wt)e(a(t)), ©)

teT teT T teT
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Here, B = Y",.7B(t), B = miner B(t), and q(t) > K, is the number of available agents’
feedback at the t-th outer iteration, t € T. O

Roughly speaking, Theorem 1 establishes that, with arbitrarily high probability, the average
value of the residual ||A}|| over a certain horizon T is bounded by the sum of two terms, which
depend on the initial distance from a minimum for the unknown function 6, and the reconstruction
error e(-). Note that the terms in the RHS can be made small by either choosing a small step-size
(), in order to make x(t) close to zero, or tuning the product ¢(¢)£(t) close to one, thus leading
to a large (. This latter choice, however, would increase the term involving the sub-optimal
constant Az, thus requiring an accurate trade-off in tuning the gain ¢(¢) and the step-size £(t).
In the stationary case, to foster not exceedingly aggressive personalized actions the coordinator
may then want to match the lower bound for ¢(¢), while striking a balance in choosing () to

possibly boost the convergence of Algorithm 1.

For simplicity, let us now assume that 3(¢) is a constant term. From Assumption 1, e(q(t)) <
e(Ky), and hence £ >, ||Af]| < O(1/VT) + O(1). We note that, as 7' grows, O(1/VT)
vanishes, and the average of ||A}|| stays in a ball whose radius depends on the number of agents’
feedback ¢(t) made available to perform (S0) in Algorithm 1 and, specifically, on the learning

strategy .Z. Next, we analyze the bound above under the lens of different learning procedures.

C. Specifying the learning strategy £

By requiring that the reconstruction error is bounded in probability, Assumption 1 is quite
general and it holds true under standard assumptions for LS and GP approaches to learning G.

In particular, we have the following:

« In parametric learning, if G(x) is modelled as an affine function of the learning parameters
7’s, then setting up an LS approach to minimize the loss between the model parameters 1 and
the agents’ feedback leads to a convex quadratic program. Due to the large-scale properties

of LS (under standard assumptions), the error term e(¢(t)) behaves as a normal distribution,
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for which Assumption 1 holds true (see [21, Lemma A.4]), and limg ., e(K) = 0.
« In non-parametric learning, suppose G(x) is a sample path of a GP with zero mean and
a certain kernel. Due to the large-scale property of such regressor and under standard

assumptions, also in this case Assumption 1 holds true (see [11]) and limy ., e(K) = 0.

Note that, in general, q(t) o< t. Therefore, since ), e(q(t)) = o(T'), for the cases above we
obtain limy_oe 7 Y ,c [|Af]| = 0, thus implying that, for T' large enough, the average of ||Aj|
converges to (. If, in addition, there exists some K > 0 such that e(K) =0 for all K > K, then
one is allowed to recover exactly the results obtained for the perfect reconstruction case shown

in §IV-A.

V. THE TIME-VARYING CASE

We now investigate the GNEP in (1) in case the local cost function of each agent g; varies
in time, thus implying that also the function 6 is non-stationary. Our goal is still to design the
parameters defining the personalized incentives to track a time-varying GNE that minimizes the
(dis)satisfaction function, i.e., some x*(¢) € O(t), both in case of perfect (§V-A) and inexact

reconstruction (§V-B) of the pseudo-gradient mapping.

To start, we make the following typical assumptions in the literature on online optimization

(6], [8], [12].

Assumption 2. For all t € N and x € ), it holds that

) [0(x;t) — O(x;t — 1)| < ey, for 0 < ey < o0,
i) Forallie€Z, |V,,gi(x;t) — Vy,g(x;t —1)|| < ey, for 0 < ey, < oo,
iil) |le*(t) —x*(t — 1)|| < es for 0 < es < oc. O

Assumptions 2 i) and ii) essentially bound the variation in time of both the unknown function
f and the pseudo-gradient mappings, while Assumptions 2 iii) guarantees the boundedness of

the distance between two consecutive minima such that *(¢) € O(¢) and =*(t — 1) € O(t — 1).
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Note that, with these standard assumptions in place, an asymptotic error term of the form of

O(1) is inevitable [6], [12], [48], [49].

Lemma 5. Let Assumption 2 ii) hold true. For all t € N, |VO(x;t) — VO(x;t — 1)|| < ey, with
Cy ‘= ZiEI €v,. [

A. Online perfect reconstruction of the pseudo-gradients

In case the learning procedure .# allows for V. §;;—1(x;_;t — 1) = V,,g:(x;_,;t — 1), for

all 2 € Z and t € N, we have the following ancillary results:

Lemma 6. Ler Assumption 2 ii) hold true, c(t) > 2¢ and £(t) € [0,1/c(t)), for all t € N. Then,

with the personalized incentives in (4), for all t € N we have

2
*T * *
AT V015t = 1) < ged — (/g 18T = 3y/admer) )

As in the stationary case in §IV-B, the vector A} is not guaranteed to be a descent direction
for the unknown mapping x — 6(x;t — 1) in the sense of Lemma 3. In fact, the error ey,
introduced because of the time-varying nature of the pseudo-gradients, excludes that the LHS in
(5) 1s strictly negative. The following bound characterizes the sequence of v-GNE originating
from Algorithm 1 in case .# allows for a perfect reconstruction of the time-varying mapping

x — G(x;t).

Theorem 2. Let Assumption 2 hold true, c(t) > 20 and £(t) € [0,1/c(t)), for all t € N.
Moreover, let some T € N be fixed, T = {1,...,T} and, for any global minimizer x*(0) € ©(0),
Ay = |0(x};0) — 0(x*(0);0)|. Then, with the personalized incentives in (4), the sequence of

V-GNE (x})icT, generated by Algorithm 1, satisfies the following relation

I IAN <Y a2+, > (B(t) (A0+T¢)+meé)~ (8)
teT teT teT
with B = minyer B(t), ¢ == 2eq + 5e} and =3, .+ B(t). O
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Theorem 2 says that the average of the residual ||A}|| over the horizon T is bounded by the
sum of two terms, which depend on the initial sub-optimality of a computed v-GNE compared to
a minimum for the unknown function 6, and several bounds on the variations in time of 6, G and
constrained minima postulated in Assumption 2 and Lemma 5. In this case, the coordinator may
reduce the error in the RHS by properly tuning the product ¢(¢)&(t) close to one, thus leading to
a large 3, and hence possibly boosting the convergence of Algorithm 1. In fact, if the parameter
A(t) is fixed in time, we obtain £ >, [|Af|| < O(1). This inequality ensures that ||A}|| will
be always contained into a ball of constant radius, whose value can be adjusted through ¢(¢) and

£(t).

B. Inexact estimate of the pseudo-gradients

As in §IV-B, we consider the case in which, due to possibly noisy agents’ feedback, the
learning procedure . does not allow a perfect reconstruction of each time-varying gradient g;,
1 € L. First, we postulate the time-varying counterpart of Assumption 1, and then we provide a

preliminary result.

Assumption 3. For all t € N and @ € X, Gy(x;t) == G(x;t) + e, and, for any 6, € (0,1], there

exists t < oo and available K, agents’ feedback such that
P{lle]| <e(K) |Vt >t,VK > K1} > 1— 0y,
for some nonincreasing function e : N — R such that ¢(K) < oo, for all K € N. O

Lemma 7. Let Assumption 2 and 3 hold true for some fixed 6, € (0,1], c¢(t) > 2¢ and
£(t) €10,1/c(t)), for all t € N. With the personalized incentives in (4), for all t >t we have

2
*T * * (e}
AW ve(wtfl;t - 1) < 4&@@‘72(}(7 t) - (\/ %HAt || - Tl(t) \/ %U(Ka t)) ) )]

where o(K,t) = ey + (1 — a(t))e(K — 1), with probability 1 — 6,, for some K > K. O

Along the same line drawn for the stationary case with inexact reconstruction, we now provide
the following bound on the sequence of v-GNE, (x});c7, generated by Algorithm 1. Note the

slight abuse of notation in defining Az, which is different from the one in Theorem 1.
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Theorem 3. Let Assumption 2 and 3 hold true for some fixed §; € (0,1], c¢(t) > 2¢ and
£(t) €10,1/c(t)), for all t € N. Moreover, let some T € N be fixed, T .= {t+1,...,t+T} and,
for any global minimizer x*(t) € ©(t), A; = |0(x};t) — 0(x*(t);t)|. Then, with the personalized

incentives in (4), the sequence of v-GNE (x})c7, generated by Algorithm 1, satisfies the following

relation
LS IAIN< 24 ot + 25 |37 (B0) (A + To) + gaido®(.0). 1oy
teT teT teT
with probability 1 — 01, where 3 := min;c7 (1), B = > ier B(t) and q(t) > K, is the number
of agents’ feedback at the t-th outer iteration. 0

Also in this case, the average of the residual ||A}|| over the horizon 7" is bounded by the sum
of two terms, which depend, among the others, on the reconstruction error of the mapping G
and its variations in time. We note that the bound in the RHS of (4) can be adjusted through
an accurate choice of the gain c(¢) and the step-size £(¢). Specifically, choosing a small &(t)
reduces the reconstruction error, hidden in the variable o, while setting ¢(¢){(t) close to one
induces a large value for 3 (and for §(t) as well), thus possibly eliminating the second term

under the square root of (10), and the one outside.

For simplicity, let us now suppose that the parameters c(¢) and £(t) of the personalized
incentives in (4) are fixed in time, namely (3(¢) is a constant term. From (10), we note that
> 7 IAT] < O(1). Due to the time-varying nature of the problem in question, also in this
case the average residual ||A}|| can not vanish as T' grows, albeit the radius of the error ball can

be reduced through a fine tuning of ¢(¢) and £(t).

C. Specifying the time-varying learning strategy £

In a time-varying setting, one cannot expect e(K) to vanish in general, since the time variations
in ¢ are not supposed to be asymptotically vanishing [6], [12]. Popular learning approaches include

LS with forgetting factors [50] and time-varying GP [7], for which we have limg ., e(K) = O(1).
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VI. RIDE-HAILING WITH MAAS ORCHESTRATION

With the growing business related to ride-hailing, a MaaS coordination platform appears
indispensable to contrast the traffic congestion due to the increasing number of vehicles dispatched
on the road, while facilitating the competition among service providers [51]-[53]. In this section
we develop a mathematical model capturing intrinsic features of the problem considered, and

then use it to verify our theoretical findings.

A. Mathematical model description

We consider a scenario in which N companies compete to put the most vehicles (a capped
local resource, 0 < x; < ;) on the road to attract the most customers. During the day, each
company aims at maximizing its (time-varying) profit P;, which is implicitly related to how many
cars it could currently put on the road to meet customer needs, properly discounted to account
for, e.g., refusals rates or the time of the day, ¢. To this end, bigger companies can be naively
induced to dispatch as many cars as they own. However, this may cause traffic congestion, thus
reducing the quality of the service provided, and therefore lessen what the company can charge
for each ride. In fact, by leveraging their own experience, those big companies may estimate
how many cars actually get customers on top of the available x; as, e.g., a concave function
a;(t)z; — b;(t)x? < x;, with a;, b; > 0 tuned accordingly. Therefore, assuming the same fare r;(t)
applies per average trip to each costumer, the profit function of the i-th lead company can read
as Py(zs;t) = ri(t)(a;(t)z; — bi(t)x?). On the other hand, the strategies of smaller companies
are typically less affected by traffic congestions, since the quality service is generally worse in
the sense that they can dispatch a little number of cars on the road. In this case, their direct
experience may suggest that the number of cars that actually get customers on the available z;
can be modelled as a convex function a;(t)z; + b;(t)z? < x;, thus reflecting the fact that the larger
the number of deployed cars, the larger the possibility to cover enough space to be attractive.

The overall time-varying profit hence reads as P;(x;;t) = r;(t)(a;(t)z; + bi(t)x?).

In addition to the profit, however, the companies also incur in costs that have to be minimized

and vary during the day, such as gas consumed or miles travelled, here represented by some
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d;(t) > 0. By assuming, for instance, the same cost associated to each vehicle per average trip,
we model the overall cost as Ci(w, @ _s;t) = di(t); + 3 ;e iy Wij(vi — x;7)%, where (z; — 2;)?
enables for competition among equally-sized companies, weighted with w; ; = w;; > 0 to

preserve symmetries.

After splitting the hours of a day in intervals, enumerated in the set A/ according to the estimated
average travel time of each costumer with no shared trips from [37] (about 15 minutes), at every

t € N each firm i € Z aims at solving the following mutually inter-dependent optimization

problem:
min  Cj(x;, x_;;t) — Pi(x;;t)
VieT: ek (11)
st. Az <gq,

where A and ¢ collect constraints so that the total number of vehicles involved in the service
is capped, i.e., 1Tz € [z, Z], for some 0 < z < Z, and the fact that firm ¢ wants to improve its

service compared to j, thus requiring z; > ;.

In the proposed scenario where the firms exhibit symmetries in the mixed convex-concave

cost functions', the time-varying, unknown exact potential function for the GNEP in (11) is
O(x;t) = Z —Pi(xi;t) + Z Ci(zi,x_it) |,
i€T JETL,j<i

and the MaaS platform aims at coordinating the whole ride-hailing service while avoiding traffic
congestion. This can be achieved, for instance, by imposing extra fees, incentives or restrictions to
the companies, possibly according to their size and turnover. However, note that the parameters a;
and b; affecting the cost function of each firm, which are hence key to drive its strategy, can not
be disclosed to the MaaS platform, since they represent sensitive information, as opposed to the
incurred cost C;(x;;t) that can be estimated directly, as it depends on mileage, fuel consumption
and number of deployed cars. These data are indeed not sensitive, and therefore can be either
publicly available as in [37] (e.g., ride-hailing trips per day, average vehicles per day, daily trips

per vehicle, minutes per trip, fare-box per trip, etc.), or may be estimated from them. Thus, a

The adopted convex-concave costs can be thought as proxy for the actual objective that has to be minimized, which however
can be complicated by considering, e.g., sum of exponential or logarithmic functions parametrized in the sensitive private

quantities the coordinator aims at learning.
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TABLE I: Simulation parameters

Parameter  Description Value

£(t) Constant of weak convexity [0.38,5.2]

a;i(t) Discount parameter — profit function [0.92,0.94]

bi(t) Discount parameter — profit function [-0.41,6.6]x 10~*
ri(t) Trip fare [14,30] [$]

di(t) Trip cost [4,10] [$]

P Weight for the extragradient algorithm I

153 Horizontal scale — GP method 2 x 103

oF Vertical scale — GP method 10*

o1 Discount factor — GP method 0.8

possible strategy requires the MaaS platform to learn those time-varying parameters by leveraging
feedback collected from users, e.g., on the price they are charged r;(t), and then design tailored
incentives for the coordination. The fact that only a subset of deployed vehicles gets customers
intrinsically represents the noise in the costumers’ feedback, as the profit of each firm does not

naively coincide with the applied fare 7;(¢) times the number of vehicles x;(¢).

B. Numerical simulations

The open data collected in New York City in April 2019 [37] provide us information on
N = 5 main companies: Yellow taxi, Uber, Lyft, Juno and Via. We stress that the quality of the
ride-hailing service, measured as the total number of vehicles deployed on the road, coincides
with an integer variable, i.e., n; =1, for all i € Z = {1,...,5}, thus leading to a mixed-integer
setting. However, since the fleet dimension of each firm we are considering is in the order of
few thousands of vehicles (i.e., Juno and Via), or tens of thousands for bigger companies (Uber,
Lyft, Yellow taxi), we consider a relaxed version by treating x; as a scalar continuous variable,
and then rounding its value [51]. For this reason, we roughly estimate a round-off error in the
order of 1073 for any GNE computed at item (S2) in Algorithm 1 through an extragradient

type method [54] (thus neglecting the multi-agent nature of the inner loop).

To learn the unknown terms characterizing each pseudo-gradient associated to the cost function
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(t) = 20, £(t) € [0, 1/c(t))
c(t) =104, £(t) € [0,1/c(2))
0.08 c(t) = 10%¢, £(t) € [0,1/c(t))
= c(t) = 10%¢, £(t) € [0,1/c(t))
< 0.06
—
£.0.04 \
"
0.02
ol -
100 101 102 103
T

Fig. 2: Residual A} over the time horizon 7', normalized by the total number of deployable cars

at any ¢, for different values of personalized incentive feedback gains c¢(t) and £(t) in (4).

of each company, i.e., the time-varying parameters a; and b;, we assume the MaaS platform
being endowed with a GP learning algorithm. Further numerical examples with other regression
strategies can be found in the preliminary work [31], where we considered a specific class of

stationary nonmonotone GNEPs only.

The main parameters adopted to run numerical experiments are summarized in Table I, where
d;(t) and r;(t) are time-varying functions designed to capture the costumer requests variability
over an entire week (see the dotted green line in Fig. 4 for instance). We stress that the information
on the costumer demands is not directly exploited anywhere, except for the design of functions
d;(t) and r;(t), i.e., the numerical results are obtained without artificially imposing the service
requests as a reference trajectory. According to the data available at [37], in April 2019 Yellow
taxi represented approximately the 27% of the whole car-based mobility market, whereas among
the ride-hailing firms Uber impacted for the 72% on the market, thus representing the leading
company with potentially no competitors, Lyft for the 19.7%, Via and Juno for the 4.8% and
3.4%, respectively. Thus, by comparing the vehicle fleet size characterizing each firm, it turns
out that the weight matrix W := [w; ;]ic7 jez links Yellow taxi and Lyft, and Via and Juno only.

These companies, indeed, compete each other to provide at least a comparable service for the
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Fig. 3: Optimal strategies pursued by the five companies over a week, coinciding with the number

of vehicles deployed at every time interval. The colour line follows the legend in Fig. 2.

sake of reputation.

In Fig. 2 is reported the average value of the residual A} over the time horizon 7', normalized
by its magnitude. This latter, indeed, was identified as a candidate metric to assess convergence of
the proposed algorithm, with different values of personalized incentive gains c(¢) and (). Note
that increasing £(¢) noticeably reduces the residual A} for short time horizon 7', while a larger ¢(t)
seems providing a smaller asymptotic error. Given the time variability of the costumer demands,
however, this may result in firms’ optimal strategies leading to an overall unsatisfactorily service,
as evidenced by Fig. 3 and, more prominently, by Fig. 4. In fact, for ¢(t) = 2((t) (or even 10£(t),
blue and brown lines), the MaaS platform manages to accomplish the task of serving hundreds of
thousands of costumers per week, whereas for larger values of ¢(t) the companies do not capture
the variability of the demand (yellow and violet lines), adopting almost constant strategies over
the week and hence experiencing higher costs, as reported in Fig. 5. This represents the trade-off
that one has to strike between performance of Algorithm 1 and expected/desired behaviour of
the companies and, more importantly, of the overall service provided. For this reason, the MaaS
platform is a key tool enabling for competition among companies in ride-hailing mobility while,

at the same time, guaranteeing a certain degree of service by satisfying costumer requests.
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Fig. 4: Overall service provided by the five firms over a whole week. The colour line follows
the legend in Fig. 2, while the dotted green line corresponds to the costumer requests obtained

from data after a spline interpolation. The dashed red lines coincide with x and 7, respectively.

x10* Uber
T T
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Fig. 5: Profit/cost experienced by the companies over a week. The colour line follows the legend

in Fig. 2.

We finally give further motivation to the importance of a MaaS orchestration system as the one

proposed in this paper in terms of potential impact to alleviate traffic congestion. In [37], indeed,
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Fig. 6: Piecewise-affine interpolation linking the number of costumer requests and average speed

per trip.
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Fig. 7: Comparison between the traffic congestion caused by ridehailing service with and without

MaaS orchestration.

is shown that each vehicle contributes to two rides per hour on average, while for the rest of the
time is idle. By considering an average trip length of 15 minutes, this potentially leads to more

than 50% of cars deployed on the road than necessary (i.e., in accordance with the costumer
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requests), thus heavily affecting the urban traffic, especially in big cities such as New York. Then,
by leveraging available data, we first extrapolate the relation among number of costumer requests
and average speed per trip, as described in Fig. 6 where we have adopted a piece-wise affine
function to characterize this relation. Successively, by assuming a conservative estimate of up to
the 25% of vehicles dispatched more than the actual number of costumer requests, we evaluate
the effect of the MaaS platform on the traffic congestion in Fig. 7. By focusing on weekdays, in
which the traffic congestion produces the greatest costumer discomfort, the MaaS orchestration
seems to represent a crucial component to avoid deploying an excessive number of cars on the
road, thus avoiding to reach and surpass the threshold at 90% corresponding to the critical speed

per trip, identified as 10 miles per hour.

VII. CONCLUSION AND OUTLOOK

We have shown that a suitable design of parametric personalized incentives is crucial to
compute (or track in a neighbourhood) GNE in nonmonotone GNEP characterized by symmetric
interactions among agents, both in static and time-varying setting. First, the designed functionals
act as regularization terms of the agents’ cost functions, thus allowing the agents for the practical
computation of a v-GNE at each outer iteration of the proposed two-layer algorithm. Then,
they provide a mean to boost the convergence of the algorithm in the stationary case, or to
adjust the asymptotic error obtained in a time-varying setting. In the static case, the proposed
algorithm converges to a GNE by exploiting the asymptotic consistency bounds characterizing
standard learning procedures for the coordinator, such as LS or GP , while in a time-varying
setting our metric for assessing convergence asymptotically behaves as O(1), and hence the
semi-decentralized scheme allows the agents to track a GNE in a neighbourhood of adjustable

size.

Future research directions may include for instance the design of other possible parametric
personalized incentives, as well as non-parametric ones, in which the pseudo-gradient mappings
are directly learned through, e.g., neural networks. The case of possibly approximate computation
of a v-GNE at item (S2) may be explored, also working towards the relaxation of the symmetric

interaction requirement.
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APPENDIX
A. Proofs of §II

Proof of Lemma 1: Let some t € N be fixed. Then, in view of Standing Assumption 1
and 2, for any x, y € R, the following chain of inequalities hold ||V0(x;t) — VO(y;t)|| =
1G () =G (y; )| = llcol((Va,gi(xi 2i31) =V, 0i(Yi, Y—is Diex) || < Dier [IVaigilzs, 233 ) =
Vi 9iWiy_i; )| < X bille — yl| = || — y||. Finally, the fact that & — 0(x;t) is a C'-
smooth function with ¢-Lipschitz continuous gradient directly entails that, for any « € 2, the
auxiliary function 1 (a;t) == 0(a;t)+%||z||? is convex, which in turn implies the (-weak convexity

of  — O(x;t) [9], [55]. [ |

B. Proofs of §III

Proof of Proposition 1: With the personalized incentive functionals in (4), F'(x;t) = G(x;t) +
ct)(x — x| — £(H)Gi_1(x}_,)). Thus, for any x, y € , and t € N, we have that: (x —
y)T(F(@st)— Fly:1) = (@—y)T (Glat)+c(t)(@—ai, —E0) G0 (@)~ Glys D) —cl(t) (y—
27— EOC (@) = (@ — )T (Gl ) + et — Gly: ) — e(t)y) = (@ —y) (VO3 t) +
c(t)x — VO(y;t) — c(t)y), where this last equality follows from Standing Assumption 2. Then,
let us introduce the auxiliary function ¢ (x;t) == 6(x;t) + @HwHQ Note that, in case c(t) > 2/
for all t € N, & — 1(a;t) is (-strongly convex in view of the (-weak convexity of 6 proved in

Lemma 1, which yields to
(x —y) (F(x;t) — F(y;t))
= (@ —y) " (VO(a; t) + c(t)@ — VO(y; 1) — c(t)y)

= (z —y) (Vi(a;t) = V(i) = llz -y,

1.e., the definition of strongly monotone mapping. |

Proof of Lemma 2: Consider the stationary points of () as the ones satisfying the first-order

optimality conditions: wV8(x)+Ng(x) > 0, where w > 0 is any scalar scaling of the cost 6, and
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N is the normal cone operator of the feasible set 2. At every ¢ € N, &} with perfect reconstruction
is the solution to V(x}) + c(t)(x} — x;_, — £(t)VO(xr_))) + Na(x) 2 0, If [|A}|| = 0 then
x; = x}_;, which means that x} is the solution to (1 — ¢(t)£(t))VO(x}) + Na(x}) > 0, which
satisfies the first-order optimality conditions for (x) and it is therefore one of its stationary

points. [

C. Proofs of §IV

Proof of Lemma 3: In view of item (S2), at every outer iteration ¢ € N we have by (3) that x}
satisfies (y — x7)" F(x};t) > 0 for all y € (2, and therefore, since 7 , € Q as it is a v-GNE
at t — 1, A* F(zx};t) < 0. Thus, by adding and subtracting the term A*' G(z}_,), we obtain
A Gz ) < A (G(xr ) — (G(xF) +U(xr; ). With the personalized functionals in (4) and
the perfect estimate of the pseudo-gradients, we have that U(x};t) = c(t)(AF — £(8)G(x)_,))-

Then, in view of Standing Assumption 2, it follows that
*T * *T * * * *
(1 —c(t)E(t)A; VO(x;_y) < AF (VO(z;_y) + c(t)xiy — VO(x;) — c(t)x}).

Now, by defining «(t) = 1 — ¢(t)&(t) for all t € N, let us introduce the auxiliary function
U(x;t) =0(x) + @HmH? Note that, in case c(t) > 2¢ for all t € N, & — 1(x;t) is (-strongly
convex in view of the /-weak convexity of 6, proved in Lemma 1. As such, A*T (=Vu(xr_ ;) +
Vi(a};t)) > 0| Af||2. Therefore, we have a(t) A VO(xr_,) < Ar (Vib(e!_y; 1) —Vib(x?; 1)) <
—{||AY||%. Finally, we obtain the desired result, namely A VO(x}_,) < —(¢/a(t))||AF]|* < 0,
by imposing a(t) =1 — c(t)&(t) > 0, i.e., & < 1/c(t) < 1/2¢, for all £ € N. |

Proof of Proposition 2: By combining the descent lemma [56, Prop. A.24] and Lemma 3, the

sequence (&} );en satisfies

O(x;) < 0(xy_y) + (A7) VO(xy_,) + 5[ AL

< (@) — oA,
Thus, by imposing (2 — a(t))/2a(t) > 0, which entails that 0 < £(¢t) < 1/c(t) < 1/2¢, then
the sequence (0(x})):en shall converge to a finite value, as 6(x}) — —oo can not happen in

view of the compactness of X’ (Standing Assumption 1). Therefore, by the continuity of 6, the
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convergence of (6(x})):en entails that lim; ., ||A}|| = 0, and hence by Lemma 2, the bounded

sequence of (feasible by definition) points (x}),eny — @ € ©°. |

Proof of Lemma 4: By mimicking the same steps at the beginning of the proof of Lemma 3, in
view of Assumption 1 we obtain, for all ¢ > £, a(t)Ar VO(x;_ ) < A (VO(x:_ ) +c(t)zr_, —
VO(x}) — c(t)x?) + c(t)E(E)AF 1. In case ¢(t) > 2¢ > 0 for all ¢ € N, the first term in the
RHS is always upper bound by —/||A}]|? in view of the (-strongly convexity of the auxiliary
function () + < T J|||[2. On the other hand, the second term attains its maximum positive module
when the two vectors A} and ¢;_; are aligned (since £(t) > 0), thus leading to the following

chain of inequalities
*T * * *
a(t)A7 VO(@i_y) < =L AT + (s ()1 AT lee— ]

< AP + (€D 1AL le(K — 1),

where the last relation follows from Assumption 1, for any K > K, with probability 1 — ;.
Thus, for a(t) > 0, i.e., £(t) < 1/c(t), and c(t)&(t) = 1 — a(t), we obtain

AT VO ) < — s AT+ S0 AR le(K 1), (12)

a(t)

Finally, adding and subtracting the term ((1 — a(t))?/4a(t)f)e*(K — 1) in the RHS directly
yields to

2
A* Ve CEt 1 < (1/ ||A*H _ 2a(t \/ e(K — 1)) + (14—:2?)5;) eQ(K — 1),

with probability 1 — d;. The proof concludes by substituting x(t) == (1 — a(t))/2a(t) in the

inequality above. |

Proof of Theorem 1: As in the proof of Proposition 2, we start by combining the descent lemma
[56, Prop. A.24] and Lemma 4 (specifically, the relation in (12)). In view of Assumption 1, for
all t >t and K > K;, we obtain

0(x;) < 0(x;_,) — oS | AT + oA e(K — 1)

a(t

with probability 1 — d;. By defining 5(t) := ¢(2 — «(t))/2«(t), which is guaranteed to be strictly
greater than zero in case £(t) € [0,1/¢(t)), for all ¢ € N (and hence for ¢ > t), and focusing on

the second and third terms in the RHS of this latter inequality, we can complete the square by
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adding and subtracting ((1 — a(t))?/4a?(t)B(t))e*(K — 1). After few algebraic manipulations,

we obtain the following inequality

2 2
0(w) < 0(iy) — B0 (I07] - sipse(K — 1))+ e0R (K —1). (13)

From now on, we follow the proofline introduced in [9, Th. 3.1], [55, Th. 1], as in (13) we
have obtained a typical structure characterizing the sample complexity analysis for sample-based
stochastic algorithms (see, for instance, [9, Eq.(1.3)]). Specifically, by fixing some 7' € N and
summing up the inequality above over t € T := {t+1,...,T+t}, in view of the possibly sporadic
communication between the agents and the central coordinator, let ¢(¢) be a scalar indicating
the number of agents’ feedback adopted by the learning procedure . at the ¢-th outer iteration.
In particular, by assuming to initialize Algorithm 1 with ¢(0) = K; agents’ feedback, ¢(t) =
q(t—1)+1if, at the ¢-th iteration, the agents communicate p(t) to the coordinator, ¢(t) = q(t—1)
otherwise. Then, for any global minimizer =* € O, let k(t) = (1 — a(t))/2a(t). With probability
14, we obtain 0(z*) < 0(a}) < 0(F) — ey BOIAL] — 5De(q(t)? + 3,0y S e2(q(1)).
After moving the term 6(x*) to the RHS, the term with £(¢) to the LHS, and introducing
A= 0(x7) — 0(x*) > 0, then:

560 (1871 58ea(e)) <A+ Y 58 a(0). (14)

teT teT

Since ((t) > 0 for all ¢t € T, we can leverage the Jensen’s inequality [57, Th. 3.4] on the
convex function (-)? to lower bound the summation in the LHS. To this end, we normalize
the coefficient by multiplying and dividing by 8 ==Y, - 3(t), and we define B(t) = B(t)/B,
thus obtaining B3, B0)(I1A7] — S8e(q(t)?) = A(Scr BOIAL] — SDe(a(t))))?. Then,

replacing this latter inequality into (14),

3 (ZB@) (1171 - e <q<t>>)) =3 <Z B(t) (11711 - %ew))))

teT teT

_ I{Q(t) 2
<Ae+ )

teT

and performing few algebraic manipulations directly yields to,

3 8) (1471 - 58e(a)) < \/Z (317 + 2802 (q 1)),
teT

teT
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By bringing the term — ), - x(t)e(q(t)) in the RHS, note that the obtained inequality still
holds true if we premultiply both sides by 1/7’, thus obtaining the average over 7. Moreover, we
have that (1/77) >, B)IAT]] > (1/T)B > 7 |A7]], with 8 = min,c73(t), which directly
yields to the relation in (6) with probability 1 — ¢;, hence concluding the proof. |

D. Proofs of §V

Proof of Lemma 5: Let some t € N be fixed. Then, in view of Standing Assumption 1, 2, and
Assumption 2 ii), for any € R" the following chain of inequalities hold: |VO(x;t) — VO(x;t —
D =Gz t) = Gast = )| <32z [Vasgi(@it) = Vi, gi(@st = 1) < 30 czev, =tey. B

Proof of Lemma 6: In view of item (S2) in Algorithm 1, at every outer iteration t € N we
have by equation (3) that x} satisfies (y — =)' F(x};t) > 0 for all y € Q, and therefore, since
@}, €N asitisav-GNE at t — 1, A}’ F(a};t) < 0. Thus, by adding and subtracting the term
A" G(xp st —1), we obtain AY Gz}t —1) < A (Gap_;t—1)—(G(ar: t) + Ul t))).
With the personalized functionals in (4) and the perfect estimate of the pseudo-gradients, we
have that U(x};t) = c(t)(AF + a(t)G(x;_;;t — 1)). Then, in view of Standing Assumption 2, it
follows that a(t)Ar VO(x; it —1) < A (VO(x; ;t — 1) + c(t)x_, — VO(x};t) — E(t)ax}).

Now, by summing and subtracting the term AIT VO(x;;t — 1) in the RHS, we obtain
a()AF VO(xr_ it —1) < AF (VO();t) — VO(x? t — 1))

— A (VO(zi_y5t — 1) +e(t)zp_ —Vo(z);t — 1) —c(t)z}).
As in the proof of Lemma 3, the second term in the RHS is always upper bounded by —/||A¥]|?
once introduced the auxiliary function ¢ (x;t) = 0(x;t) + @Hw“g and chosen c¢(t) in such
a way that © — ¢(x;t) is (-strongly convex, i.e., ¢(t) > 2¢ for all t € N, in view of the
(-weak convexity of @ — 0(x;t). On the other hand, the first term attains its maximum positive

module when the two vectors A} and (VO(x};t) — VO(x};t — 1)) are aligned, thus leading to

the following relation implied by Lemma 5:

* T * * *
A} VOt = 1) < — ;5 IA1P + sl Atlles, (15)
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where we have imposed that a(t) = 1 — ¢(£)§(t) > 0, i.e., {(t) < 1/c(t). Finally, adding and
subtracting the term (1/4a(t)¢)e% allows us to complete the square in the RHS, thus yielding to
(7), and hence concluding the proof. |

Proof of Theorem 2: We start by combining the descent lemma [56, Prop. A.24], Lemma 5
and 6 (specifically, the relation in (15)). For all ¢ € N, we obtain

O(z;t—1) < O(ai_y;t—1)+(A]) VO t—1)+35]| Al (16)
< Ot — 1) — 2D AT + LA e
Adding and subtracting the term 6(x};t) yields to
O(a;t) < O(ai_yit — 1) +0(xf;t) — (af;t — 1) — 5L AT” + 251147 lev

< O(afy;t—1) +[0(2;; 1) — (st — 1)] - fz{ff lzy — i 1” + ol — @i llew

< Oy 5t = D)= AP+ 55147 llew + e,
where the latter inequality follows in view of Assumption 2 i). By defining 5(t) = ¢(2 —
a(t))/2a(t), which is strictly positive if £(¢) € [0, 1) for all ¢ € N, and focusing on the second
and third terms in the RHS of this latter inequality, we can complete the square by adding
and subtracting (4a?(t)[3(t)) 'e%. After few algebraic manipulations, we obtain the following

inequality

2
0@y 1) < 0yt —1) = B) (17 - zegmev) + mpmel +o (D)

From now on, we follow the proofline introduced in [9, Th. 3.1], [55, Th. 1], as in (13) we
have obtained a typical structure characterizing the sample complexity analysis for sample-based

stochastic algorithms (see, for instance, [9, Eq.(1.3)]). Specifically, by fixing some 7" € N

and summing up the inequality above over ¢t € 7 = {1,...,T}, for any global minimizer
x*(T) € ©(T), we obtain
2
0@ (T):T) < 0(@5; T) < 0(5:0) + & > gy + Teo — D 8) (171 = sagdaos )
teT teT
After moving 0(x*(7');T) in the RHS and .- B(t)(|| A7l — mevf in the LHS, we

obtain: 3,cr B (1871 ~ sagdsres)? < 10(0) = 0@ (DE )| + ¢ Tier ganthyry + Teo

May 23, 2023 DRAFT



34

Moreover, to upper bound the term |0(xf;0) — 0(x*(T); T)|,

which explicitly depends on the
considered time horizon 7', we exploit the following chain of inequalities:

6(a5; 0) — (" (T); T)| <|6(5; 0)—6(2*(0);0)|+ ) _ 10(* (1); 1) —0(a" (1);t — 1)]

teT

0@ (1)t — 1) — B(a (t — 1)t — 1),

teT
where the inequality is obtained after adding and subtracting the terms  _, - (0(x*(t);t — 1) +

O(x*(t —1);t — 1)) in the absolute value, and upper bounding each resulting summation. In view
of Assumption 2 i), the first summation in the RHS of the this latter inequality is upper bound
by T'ep, while the second one by (¢/2)Te3. This follows by combining i) the ¢-weak convexity
of the mapping « — 0(x;t — 1) (Lemma 1), ii) [9, Lemma 2.1] with the optimality condition
VO(x*(t —1);t — 1) = 0, and iii) the bound postulated in Assumption 2 iii). Then, by defining
Do = [0 0) — O(*(0):0),
with ¢ := 2ey + 565,

S50 (1881~ gt ) < AotT6+ 64 3 g (18)

teT teT

which does not depend on the length of the horizon 7', we obtain,

Since 5(t) > 0 for all ¢ € T, we can leverage the Jensen’s inequality [57, Th. 3.4] on the
convex function (-)? to lower bound the summation in the LHS. To this end, we normalize the
coefficient by multiplying and dividing by 3 := Y, 3(t), and we define B(t) = B(t)/3, thus
obtaining 3(5r B(1) (|7~ gribsgev)?) = B(Ztgé@)(uwn s ev))?. Then, replac-

ng this e incqualy into (19, 5(S% 7 A1) = gyee))* = Hier A1)~
Wev))2 < Do+ To+eg >, or yREIOE0] ) > and performing few algebraic manipulations

directly yields to,

>80 (1871 = segbsmen) < [30 (stmmed + B(2) (B0 +T9) ).

teT teT

By bringing the term —ey > ,_~(1/2a(t)) in the RHS, note that the obtained inequality still
holds true if we premultiply both sides by 1/7". Additionally, we have (1/7") Y, - B(t)||Af|| >
(1/T)B > er IAFl, with 8 := min,c7((t). This directly yields to the relation in (8). [

May 23, 2023 DRAFT



35

Proof of Lemma 7: By replicating the initial steps as in the proof of Lemma 6, due to

Assumption 3 we have, for all ¢ > ¢,

a(t)A; VO(x)_yit— 1) < c(EM)A] ey — A7 (VO it — 1) + c(t)x;_, — Vo(a):t) — c(t)z}).

Summing and subtracting the term A}’ V@(x}; t—1) in the RHS yields to a(t)AF V() t—
1) < A (VO t) — VOt — 1)) + c()EBA ey — A (VO(x}_;t — 1) + c(t)ar_, —
VoO(x;;t — 1) — c(t)xy). In case c¢(t) > 2¢ > 0 for all ¢ € N, the third term in the RHS is
always upper bound by —/||A7||? in view of the (-strongly convexity of the time-varying auxiliary
function 0(x;t) + @wa Moreover, the first (resp., second) term attains its maximum positive
module when the two vectors A} and (VO(x};t) — VO(x;;t — 1)) (Af and ¢_,) are aligned,

thus leading to the following relation
* T * * * * * *
a(t)A; Vo(x;_y) < —LIAP + cEONAT el + [ ATNIVO(=; 1) — VOt — 1)]],

once assumed that £(¢) > 0. Following Lemma 6, the second term is upper bound by ||A}||ey,
while, in view of Assumption 3, for any ¢ > ¢ and K > K7, it holds that c()£(t)| 1| <
(1 — «(t))e(K — 1) with probability 1 — 4;. For all ¢ > ¢, imposing «(t) > 0, i.e., £(t) < 1/c(t),
yields to

A VO]t = 1) < — S IALP + 5147l (ew + (1= a(t))e(K — 1)), (19)

T at
defining o (K, t) .= ey + (1 — a(t))e(K — 1) and completing the square in the RHS by adding
and subtracting (1/4a(t)¢)c?(K,t) yields to (9). |

Proof of Theorem 3: Also in this case, we combine the descent lemma [56, Prop. A.24] and

(19) from Lemma 7. In view of Assumption 3, for all ¢ > ¢ and K > K, we obtain

O(arit —1) < O(ay_ it — 1) = CZS2 AT + S5 147 (ew + (1= a()e(K — 1)),
with probability 1 — §;. By introducing ﬂ(t) = ((2 —«a(t))/2a(t), as in the proof of Theorem 2
we first add and subtract the term 6(x};¢) in the LHS to obtain §(x};t) < O(x;_;t — 1) +
0(x7;t) — Ot — 1) = BONATIP + 5147l (ev + (1 — alt))e(K — 1)) < O(af_y3t — 1) —
B)AT* + mHAt*H(ev + (1 — a(t))e(K — 1)) + e4. By focusing on the second and third
terms in the RHS of this latter inequality, we can complete the square by adding and subtracting

(1/4a%(t)B(t))(ev + (1 — a(t))e(K — 1))?, which is always possible if £(t) € [0,1/c(t)) for all
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t € N. Therefore, it follows that also 3(t) > 0, for all ¢ € N (and hence for t > ). After few
algebraic manipulations, by introducing o(K,t) := ey + (1 — «(t))e(K — 1) we obtain what

follows
Ol 1) < Olaf it — 1)+ g (K1) + o — 6(0) (187 — gagdsmo (K1) @0)

From now on, we follow the proofline introduced in [9, Th. 3.1], [55, Th. 1], as in (20) we
have obtained a typical structure characterizing the sample complexity analysis for sample-based
stochastic algorithms (see, for instance, [9, Eq.(1.3)]). Specifically, by fixing some 7" € N
and summing up the inequality above over t € T = {t + 1,...,¢ + T}, in view of the
possibly sporadic communication between the agents and the central coordinator, let ¢(t) be the
subscript indicating the number of samples adopted by the learning procedure .# at the ¢-th
outer iteration. In particular, by assuming to initialize Algorithm 1 with ¢(0) = K; samples,
q(t) = q(t — 1) + 1 if, at the ¢-th iteration, the agents communicate p; to the coordinator, ¢(t) =
q(t—1) otherwise. Note that the existence of some K € N is guaranteed in view of Assumption 3.
Then, for any global minimizer *(7") € ©(T'), with probability 1 — §; we obtain O(x*(7);T) <
0w T) < 0@5i0) = Luer BOUM ~ 5o (K0P + e g e, 0) + Tea.
Then, by moving — >, - B(¢)(||Af]| — ma([( t))? in the LHS and 6(x*(T);T) in the
RHS of this latter inequality, we obtain ), 3(t)(||Af|| — 7o t)ﬁ() o(K, t))2 < O(zx5;t) —
0(x*(T): )+ ey 4a2(t) o (K, t)+Tey < |0(x}; 1) —0(x*(T); T) |+ er 4a2 o?(K,t)+
Tey. Moreover, to upper bound the term |0(x};t) — O(x*(T); T)|, which exp11c1t1y depends
on the horizon 7', we exploit the following inequality obtained by adding and subtracting
Y e (O(x*(t);t — 1)+ 6(x*(t — 1);¢t — 1)) in the absolute value:
0(ay; 1) — 0(2"(T); T)| < 6(}; 1) —6(x* (D); 1)+ ) 16(2* (1); 1) —0(a" (1);t — 1)]

teT

+ ) [0 (1)t — 1) — O(*(t— 1)t — 1)].

teT

In view of Assumption 2 1), the first summation in the RHS of the this latter inequality is
upper bound by T'eg, while the second one by (¢/2)TeZ. This follows by combining i) the (-weak
convexity of the mapping « — 6(x;t — 1) (Lemma 1), ii) [9, Lemma 2.1] with the optimality
condition VO(x*(t — 1);¢t — 1) = 0, and iii) the bound postulated in Assumption 2 iii). Then, by
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defining A; == |0(x};t) — 6(a*(t); )|, which does not depend on the length of the horizon T,
we obtain
S 600 (187~ s (Ko0) < A+ T6 43 grrbiago (K1), @)
teT teT
with ¢ == 2eg + %eg. Since G(t) > 0 for all ¢ € T, we can leverage the Jensen’s inequality [57,
Th. 3.4] on the convex function (-)? to lower bound the summation in the LHS. To this end,
we normalize the coefficient by multiplying and dividing by § = > 17 B(t), and we define
B(t) = B(t)/B. thus obtaining B(Y,cr A1) (1A7] — gaitso (B, 0)2) = BT ey BOIAT] -
WJ(K ,t)))?. Then, replacing this latter inequality into (21),

B(ZB@(HA?H—W (K. )) =1 (Zﬁ (!AIH—WMU(Kﬁ))

teT teT

<A+ TO+ Y smaamo 1),

teT
and performing few algebraic manipulations directly yields to,

>80 (187 = segbsmo(KD) < Z( ) (A +T6) + gl (K,1)).

teT

By bringing the term — ", _(1/2a(t))o (K, t) in the RHS, note that the obtained inequality still
holds true if we premultiply both sides by 1/7", thus obtaining the average over 7" in the LHS.
Moreover, we have that (1/7) >, ., B@)|[AF|| > (1/T)B > ,cr I|Af]l, with 8 = min,r3(2),
which directly yields to the relation in (10) with probability 1 — ;. |

E. On learning the Lipschitz constant {

The convergence results shown in the paper require one to know the constant of weak convexity
(=Y .. {; characterizing the unknown (dis)satisfaction function ¢. Given the noncooperative
nature of the problem considered, however, it seems reasonable that each Lipschitz constant /;
represents a private information held by each agent. On the other hand, as long as the coordinator
is endowed with a learning policy . to estimate Vf, one may wonder if it is also possible
to learn the associated Lipschitz constant ¢. Therefore, given K € N agents’ feedback, in this

appendix we assume to have available some estimate (x > 0 of ¢, and then we address this
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privacy issue in the stationary setting (the time-varying one is similar and it is hence omitted in

the interest of the paper length).

Lemma 8. Ler Assumption 1 hold true for some fixed 6, € (0,1), ¢(t) > vk, for some design
parameter ~ > 0, chosen so that Yl_i — (> 0, and K > K;, and £(t) € [0,1/c(t)) for all

t € N. Then, for all t > t, with the personalized incentives in (4), we have

’YgKfl_e a(t) 72K71—£

2
Afve@:_l)sme?uc—l)—( bt AT]| — (1), /0 e(K—u) L@

with probability 1 — 6. O

Proof. The first part of the proof replicates the one of Lemma 4, albeit in this case we can
not rely on the ¢-strongly convexity of the auxiliary function ¢ (x;t) = 6(x) + %)HmHQ, since
the Lipschitz constant ¢ is assumed to be unknown. In view of [9, Lemma 2.1], we have that
A (Vo(@r_) + c(t)ar, — Vo(a;) — c(t)a;) = A7 (V@) ;t) — Viast) < —(clt) -
0)||A¥]|%. Then, by letting c(t) > vlx_, for all ¢ >, K > K, relying on Assumption 1 and
following the same reasoning for the two vectors A} and ¢, as in the proof of Lemma 4,

directly yields

* T * Op_1—0 * —a *
A7 VO(ay_y) < =T AP + 20 Affle(K - 1),

with probability at least 1 — ;. Adding and subtracting (ov(t)x2(t)/(vx_1 — £))e2(K — 1) to
complete the square in the RHS, with v such that 7@ k-1 —{ >0, leads to (22). |

Two considerations are now in order: i) e*(K — 1) prevents A} from being a descent direction
for 6, and ii) the condition fy@ k1 — £ > 0 requires one to implicitly overestimate the unknown /.

To overcome this latter issue, in the spirit of Assumption 1 we postulate the following condition:

Assumption 4. For any &, € (0, 1], there exists some Ky < 0o such that P{lx [l € [pmin, Pmax] |
VK > Ky} > 1 — 09, for some 0 < pmin < 1 < prax- O

With arbitrary probability 1 — do, the ratio of (x> 0and ¢ > 0 is thus upper and lower
bounded by some known terms, ppni, and pm.. As Assumptions 1 and 3, Assumption 4 is mild

for a number of learning strategies, as LS [21].
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Without restrictions, we henceforward set 0; = d = ¢/2, thus requiring to satisfy Assumption 1
and 4 with the same probability 1 — §/2, and their intersection with probability 1 — ¢ (via the

union bound).

The following bound characterizes the sequence of v-GNE originated by Algorithm 1 in case

the Lipschitz constant of V6, ¢, is not available a-priori.

Theorem 4. Let Assumption 1-4 hold true for some fixed 5 € (0,1], v € (1/2pmin, 1/ Pmin),
c(t) > AUy, for some K > K = max{K,, K>}, and £(t) € [2(1 — vpmin)/c(t), 1/c(t)), for all
t € N. Moreover, let some T € N be fixed, T = {t+1,...,T+t} and, for any global minimizer
x* € 0, A = 0(xF) — 0(x*). Then, with the personalized incentives in (4), the sequence of

V-GNE (x})ic7, generated by Algorithm 1, satisfies the following relation

EDTIATI < 5 3 wela®) + 75, /D (Bo®A+ 258 e2(a@))  (23)

teT teT teT

with probability 1 — 0, where By(t) = (27@(75) — U2+ a(t)/2a(t), B =3 ,cr Baw (D).
B = miner By (t), and q(t) > K is the number of available agents’ feedback at the t-th outer

iteration, t € T. O

Proof. The proof mimics the same steps of the one of Theorem 1. However, to recover the
traditional structure characterizing the sample complexity analysis for sample-based stochastic
algorithms as in, e.g., [9, Eq.(1.3)], we shall guarantee first that S 1 (t) := (27!2;(_1 — 02+
a(t)))/2a(t), which follows by combining the descent lemma and (22), is strictly positive, for all
t >t K > K = max{K,, K,}. Therefore, Sx_1(t) > 0 if and only if a(t) < 2(y({x_1/¢) — 1)
and £(t) < 1/c(t). Note that, due to Assumption 4, the former inequality is always satisfied if
a(t) < 2(ypmin—1), a8 Lxc—1 /0 > pmin With probability 1 —6 for all K > K > K. Thus, in view
of the definition of «(t), we have that £(t) > 2(1 — Ypmin)/c(t), for all ¢ > ¢, which amounts
to a nonnegative lower bound in case v < 1/pni, Whereas it shall verify v > 1/2py;, to meet
&(t) < 1/c(t). From now on, the proof is a verbatim copy of the one of Theorem 1 with S (t)
instead of (), while in summing up over 7 we account for the sporadic communication among

agents and central coordinator by considering [y (). |
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The considerations following Theorem 1, i.e., the parameter tuning for the personalized

functionals, big-O analysis and learning strategy £ apply also to this case mutatis mutandis.
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