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Abstract
Hubert Dreyfus questioned the foundational ideas of early artifi-
cial intelligence research. Challenging the prevailing orthodoxy,
he posited that the failure to manifest advancements in areas like
language translation and problem-solving stems from a founda-
tional misalignment with the intricacies of human “information
processing”. This paper restates Dreyfus’ challenge. Based on case
studies it argues that contemporary neural network systems have
taken up the challenge by implicitly addressing three distinct philo-
sophical problems, posed by Ludwig Wittgenstein, George Pólya,
and Edmund Husserl.
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1 Introduction
In What Computers Can’t Do: The Limits of Artificial Intelligence,
Dreyfus critiques the early years of artificial intelligence research,
arguing against the belief that machines can emulate human intelli-
gence [12]. The pioneers of the 1950s aimed to construct intelligent
machines to deepen our understanding of the mind/brain.1 They re-
lied not on exhaustive “solution-finding” but on “search” algorithms
and symbolic reasoning, a method termed “cognitive simulation”.

∗All authors contributed equally to this research.
1We borrow the term ‘mind/brain’ from contemporary bio-linguistics [8–10].
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Dreyfus asserts that the shortcomings in language translation,
problem-solving, and pattern recognition are due to these tasks
necessitating a unique human form of “information processing”
that resists artificial replication [12, p. 13]. Consider the sentences:

He saw her duck. She was afraid of the football hitting her. (EX)

When translating the sentences to other languages, ambiguity arises
because “duck” can be a noun or a verb. Any reliable translation
method must solve the problem of selecting the correct option.
Humans, according to Dreyfus, process information holistically.
This means they grasp not only of single words but sentences and
groups of sentences to reduce ambiguities as the above. Call the
task of replicating this contextual grasping Dreyfus’ Challenge.

This paper examines notable solutions proposed for machine
translation (MT) over the last seventy years and questions whether
exhaustive algorithms can replicate this human processing. Focus-
ing on automated translation, we highlight significant challenges
in machine translation literature,2 often dismissed by computer
scientists as philosophical concerns.

We argue that the history of machine learning has progressively
approached solutions to these philosophical concerns, though a
definite and uniform solution is lacking. Wittgenstein’s meaning-
as-use focuses on practical and contextual language use relevant
to developing MT systems that can handle ambiguity and context-
dependence effectively. Husserl’s logical grammar offers insights
into syntactic coherence, emphasizing logical structures in language.
Pólya’s heuristic processes highlight the importance of holistic prob-
lem understanding and solution planning, informing the design of
MT systems that better mimic human problem-solving.

We first present important approaches to machine learning and
how they made progress in solving Dreyfus’ Challenge. We will
exemplify our work with the above example sentences as a case
study. Then, we introduce the above philosophical problems and
how the new machine-learning approaches tackled these.

2 Main approaches to machine translation
In his 1960 paper [2, p. 92-93], Bar-Hillel recalls that in June 1952,
he was likely the sole individual working full-time on machine
translation. By 1958, this number had grown to around 250, marking
the emergence of amulti-million dollar industry. Bar-Hillel critiques
the unrealistic ambition of achieving fully automatic high-quality
translation, arguing that early advancements fostered an illusion of
imminent success. In contrast, the disparity between initial outputs
and quality translation remained significant.

2Various formal approaches to resolving lexical ambiguity are examined in [29]. For
a seminal overview of statistical machine translation techniques, see [20]. Addition-
ally, [13] propose an efficient transformer-based method for automated translation
across 100 languages without requiring English intermediation.
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The past seventy years, methodologies have emerged to tackle
human language translation. These can be broadly classified into
rule-based machine translation (RBMT), statistical machine transla-
tion (SMT), example-based machine translation (EBMT), and large
language model (LLM) based machine translation.

Rule-based Machine Translation. RBMT employs manually con-
structed linguistic rules and dictionaries to map features from
the source to the target language. It includes two sub-approaches:
interlingua-based and transfer-based.

The interlingua approach aims for language independence, allow-
ing translation between any two languages once a robust interlin-
gua representation is established.3 However, creating an effective
interlingua representation that captures meaning across languages
is challenging.

The transfer-based approach relies on language-specific knowl-
edge, allowing for tailored translation strategies. While it offers
flexibility, it can be complex to develop andmaintain due to the need
for extensive linguistic rules and resources. RBMTs often reduce
the holistic “grasping the context” to discrete rule-based operations.
A classic example is SYSTRAN, extensively used since the 1960s.

SYSTRAN analyzes the grammatical structure of our example
sentences (EX ) based on predefined rules: it identifies “he” as the
subject recognizes “saw” as the past tense of “to see,” and encounters
“her duck,” which can be interpreted as either:

1 Possessive pronoun “her”with the noun “duck” (her duck—the
bird she owns).

2 Object pronoun “her” with the verb “duck” (her action of
ducking).

Without additional context, SYSTRAN might default to the more
common or straightforward option based on its rules. Suppose it
selects the noun interpretation and produces the French translation:
“Il a vu son canard.” (He saw her duck—the bird.) If the intended
meaning was the action, the correct translation should be: “Il l’a
vue se baisser.” (He saw her duck—she lowers herself.)

The example identifies context insensitivity as a strong limitation
of RBMT in using context beyond individual sentences. Henceforth,
to disambiguate meaning dependent on braoder textual cues is in-
strinsically challenging for RMBT systems as SYSTRAN. Another
limitation is their rigid dependence on predefined linguistic rules;
effectiveness is tied to the quality and exhaustiveness of the rule
set. When faced with unanticipated language uses, idiomatic ex-
pressions, or exceptions not anticipated during rule development,
the system may produce incorrect or awkward translations.

Example-based Machine Translation. EBMT identifies patterns in
previously translated sentences to generate translations, potentially
producing smoother results than RBMT. However, its effectiveness
is limited by the availability of relevant examples and idiomatic
expressions in databases [19]. Consider again, our example sentence.
When processing it, an EBMT system searches its example database
for sentences containing similar phrases. Assume the database
includes the following examples:

1 Source: “He saw her dog.”
Target: “Il a vu son chien.”

3This method aligns with Leibniz’s vision of a universal language. Cp. at least [21, AA
VI, 4, p. 263–270].

2 Source: “She was ducking because she was afraid of the
football hitting her.”
Target: “Elle se baissait parce qu’elle avait peur que le ballon
la frappe.”

Using these examples, the EBMT system can piece together the
translation. It identifies that “He saw her ...” matches the structure
of the first example. It also recognizes that “... duck. She was afraid
of the football hitting her” corresponds to “baissait parce qu’elle
avait peur que le ballon la frappe.” and generates the translation:
“Il l’a vue baissait parce qu’elle avait peur que le ballon la frappe.”
While the translation is not completely grammatically correct, it
effectively conveys the intended meaning.

However, the system’s ability to translate the idiom correctly
depends on the presence of that idiom in the example database. If
the second example were not in the database – say only the first
– the translation would be incorrect. Also, if the idiom appears
in a slightly different form, the system may struggle to adapt the
example to the new tense or form. Thirdly, the contextual usage
may invalidate the translation: without understanding the context,
the system might incorrectly apply an idiomatic translation to a
literal situation.

Thus, while EBMT offers advantages in handling certain linguis-
tic challenges by leveraging existing translations, its effectiveness
is inherently tied to the breadth and depth of its example database.
The system’s limitations in dealing with idiomatic expressions, es-
pecially those that are new, rare, or context-dependent, highlight
the ongoing challenges in machine translation.

Statistical Machine Translation. Statistical Machine translation
(SMT) uses probabilistic models from large parallel corpora to deter-
mine the most probable translations. It has improved upon RBMT
and EBMT, by leveraging statistical methods to handle ambigui-
ties and variations in language. Deep learning models, including
encoder-decoder architectures, have improved translation quality
by better managing long-range dependencies and context. Hybrid
systems combining different approaches have also been explored.

Consider an experiment where an SMT system is trained on a
large parallel corpus of English and French novels. This rich dataset
enables the system to learn statistical relationships between the two
languages. An SMT system would analyze our example sentences
by breaking them down into words and phrases, computing the
probabilities of possible translations based on their frequencies in
the corpus. For “duck” in the presence of the word “football” the
system considers “canard” (probability: 0.1) and “baisser” (probabil-
ity: 0.9), selecting “baisser” due to its higher frequency when the
word “football” is close to it.

LLM-based Machine Translation. Recent LLM-based machine
translation generalizes across various tasks and benefits from self-
supervised learning. Notable models like BERT and OpenAI’s GPT
series have significantly impacted the field, demonstrating impres-
sive performance in tasks like zero-shot machine translation [5].
However, traditional encoder-decoder architectures often outper-
form ChatGPT for short- and medium-length texts, while the re-
verse is true for longer texts. Translations from non-English to
English generally yield better results across systems, highlighting
the complexities of performance evaluation [28].
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1. Consider a string of lingustic items in a text
2. Assign to each of them 3 matrices: Queries; Keys; Values
3. Pair Q and K matrices to compute probability weights
4. Generate average values using these probability weights 
 Complete BERT- or GPT-style tasks1, including language translation

Q and K matrices 
are a statistical 
proxy for syntactic 
relationships

These are statistical encodings of other words
that are “called by” or “calling for” the given word 

Syntax is re-constructed 
from its semantic mirror

1 Modulo parameter refinements/training

Huge parallel computations (in GPUs) for searching syntactic structures within semantic encoding

Figure 1: High-level picture of LLMs inverse engineering
process for syntax reconstruction

LLMs process text prompts and generate output word by word
or token by token, demonstrating a sophisticated ability to manip-
ulate language. They are built on a specific architecture of neural
networks using transformers and attention modules, as introduced
by [31].4 The pre-training phase is resource-intensive, utilising
large text corpora and vector encoding to capture semantic relation-
ships. LLMs rely on matrix operations and GPUs for parallel com-
puting, enhancing their processing power.5 Figure 1 summarises
the LLMs task completion at a high-level.

3 Three connections to philosophical problems
Wittgenstein on the problem of ambiguity. Ambiguities related

to polysemy in natural language, where a single word or phrase
can have multiple meanings, are well recognised, which was the
case with the word “duck”. Ludwig Wittgenstein’s reference to
the “Augustinian picture of language” in §1 in his Philosophical
Investigations questions the traditional theory of meaning, variants
of which can be found from Aristotle De Interpretatione (16a 3-8)
onwards, for example in Boethius [3], Augustine [24], Bolzano [4],
Twardowski [30], Husserl [17]). Essentially, traditional theories of
meaning can be traced back to one of the following two schemas
2, where the difference lies in whether reference to the world is
immediate (as in the triangular model of reference), with our lin-
guistic and mental acts, both propositional and non-propositional,
directly referring to the world, or mediated (as in the tetrahedral
model) by abstract logical entities, which are the contents of our
mental act-or-states or linguistic utterances.

Wittgenstein presents a contrasting view where words are seen
as tools rather than mere designators. He believes that even simpler
language games, such as a builder communicating with an assistant

4See [14] and the Constellation project for an overview of LLM architectures as of July
2023.
5Generally, attention mechanisms are applied in parallel across multiple “heads”,
allowing the model to focus on different parts of the input text. Each layer also includes
mechanisms to stabilise training and enhance information flow.

World

Language Mind

designates refers to

(a) Triangular model.

World

Language

Content

Mind
expresses has as content

“represents”presents

(b) Tetrahedral model.

Figure 2: Models of the relation of language, mind, andworld.

using only four words to request specific stones, already go beyond
Augustine’s account, and, more generally, the traditional theory of
meaning as exemplified by the two schemas in Figure 2.

He rightly stresses that what we refer to as reference – or “signi-
fication”, “designation”, “aboutness” – is of secondary importance
compared to the way we use words. To grasp the nature of lin-
guistic meaning, the focus should be on how words are employed
in practice. Their so-called “reference” should only be considered
afterwards. Now, while for RBMT a relevant issue is their context
insensitivity (they cannot utilize context beyond individual sen-
tences, making it difficult to disambiguate meanings that depend
on broader textual cues), and while EBMT performs better because
the example database includes correct usage—failing only when a
specific use case is missing—statistical approaches seem to come
closest to the Wittgensteinian idea of meaning as use. They “do not
perform a deep analysis of the sentence to be translated, but identify
groups of words that work together” [26, p. 17]. Their effectiveness
lies in identifying consistent language equivalences and recurring
patterns through statistical analysis. Since meaning is derived from
word usage, statistical methods effectively reveal regularities in
how words are used. At the same time, the in-context learning
demonstrated by LLMs approximates Wittgenstein’s meaning-as-
use by encoding linguistic corpora accessed during LLM training.
Recent studies [6] show rapid advancements in LLM-based trans-
lation, indicating continuous improvements in this direction. This
enhancement of performance suggests that overcoming the con-
ception of meaning as reference is an important step in addressing
the problem of ambiguity posed by Dreyfus’ Challenge.

Husserl on the problem of syntactic structure. In Paragraph 14 of
his Fourth Logical Investigation, Edmund Husserl discusses “Laws
which discourage Nonsense and Laws which discourage Absurdity”,
termed logical grammar or “logical morphology”. This concept an-
ticipates the concept of formal languages of [7] and its key features.
Establishing formal languages requires the specification of an initial
set of expressions (“meaning categories” in Husserl’s terminology)
and generation procedures to create new expressions (“a priori
laws... that govern the combination of meanings into new mean-
ings” [17, IV, 10, p. 317]). This cumulative constitution allows for
the generation of all constructs from “fundamental forms”. The laws
of logical grammar prevent grammatically ill-formed expressions
(Unsinn) and form the “ideal scaffold” (ideales Gerüst)6 of language,
representing the ideal structure of natural languages. Husserl sees

6[17, IV, 14, p. 338]; [18, p. 526].
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this as an effort to realise the rationalists’ programme of a “univer-
sal grammar” from the seventeenth and eighteenth centuries [17,
IV, 14, p. 336].

Teaching grammatical correctness to a machine has been a sig-
nificant challenge, representing one of the major difficulties that
computer scientists and linguists faced in achieving effective ma-
chine translation before the advent of large language models. Look
back again at the result of the EBMT. While the result “Il l’a vue
baissait parce qu’elle avait peur que le ballon la frappe” could be
interpreted to have the intended meaning, it was grammatically ill-
formed. The example database did not encode atomic constituents
of English and French, nor does the described lookup method en-
code grammatical laws such as to produce only well-formed terms.

Research by [22] shows that syntactic information can be identi-
fied in attention vectors, suggesting a correlation between attention
mechanisms and contemporary generative linguistics [11]. These
findings imply that LLMs perform extensive parallel computations
to navigate a vast linguistic search space, reconstructing the input’s
syntactic structure probabilistically within a semantic space defined
by text corpora. The challenge for LLMs is to reverse-engineer a pre-
cise syntactic structure (output) from a semantic space that reflects
the use of language, akin to the structures discussed by [15, 16].
Such encoding of syntactic information partially solves Husserl’s
problem of syntactic structure shedding light on another aspect of
Dreyfus’ challenge.

Pólya on the problem of holism and problem-solving. In his well-
known textHow to Solve It?, George Pólya identifies different phases
in the heuristic process, namely, (i) understanding the problem as
a whole and (ii) establishing a programme that leads to the solu-
tion [27, p. 5ff]. Dreyfus argued that early computer scientists fo-
cused too much on the second aspect. They sought to eliminate
the initial phase by enhancing search algorithms, positing that suf-
ficiently powerful algorithms could render the typically human
holistic approach to information processing unnecessary. However,
it is precisely this initial phase that has consistently led artificial in-
telligence to dead ends. Thus, one might contend the importance of
incorporating a general understanding of the problem into the pro-
gram. This holistic understanding seems to be crucial for capturing
nuances, idiomatic expressions, and contextual dependencies, often
lost in purely algorithmic approaches. Nonetheless, this presents
a formidable challenge, as it appears that the human mind/brain
does not reckon when comprehending a problem as a whole.

By employing LLMs, machine translation effectively reduces to a
standard LLM completion task, which, from an abstract perspective,
we assert consists of the reverse engineering/search problem of
Figure 1. Thus, when conducting LLM-based automated transla-
tion, the network searches for a mathematically encoded solution
to a (computationally hard) problem.7 From the perspective of re-
sults achieved, contemporary LLM-based systems for automated
translation are performing relatively well and advancing rapidly.

How can refined versions of brute force yield results nearly as
effective as those derived from the specifically human form of
7Note in passing that LLMs demonstrate relatively good performance in solving prob-
lems of a verbal, physical, or practical nature [25]. Nevertheless, they perform rather
poorly in tasks requiring genuine reasoning [23]. On the contrary, the software Al-
phaProof, combining generic reinforcement learning algorithms with symbolic reason-
ing, has showed very good capabilities in solving problems in advancedmathematics [1]

information processing that Pólya refers to as understanding the
problem as a whole? The possible answer is twofold: on the one
hand, LLMs heavily parallelise the computations involved in the
search via GPUs to shorten task completion time; on the other
hand, one may argue that training on vast text corpora, i.e., the
encoding of syntax into a semantic space, provides a proxy (or
rough approximation) for the point (i) identified by Pólya and long
neglected by research in machine translation. The latter reading
suggests that we have found another step forward in overcoming
Dreyfus’s Challenge.

4 Conclusion and future perspectives
The strong performance of LLMs in translation questions Dreyfus’s
critiques of artificial intelligence, at least from a purely behaviourist
perspective. This progress is attributed to three factors: (1) reconfig-
uring translation as a search problem in a defined semantic space;
(2) access to extensive sets of linguistic tokens; (3) the introduction
of attention mechanisms for assessing syntactic relationships.

Point (1) supports a Wittgensteinian view of semantics based
on language use, keeping the syntax-semantics interface discus-
sion open. Point (2) connects to Husserl’s observations regard-
ing the difficulties of mechanically acquiring syntax, emphasising
the importance of substantial linguistic data, despite its biological
implausibility. Point (3) aligns with Pólya’s notion that effective
problem-solving requires planning and contextual modelling, de-
spite current methodologies do not provide a plausible model for
problem understanding [23].

While the increasing performance of neural networks raises
questions about their status as models of (biological) intelligence,
we aim to further explore these philosophical critiques by examin-
ing parallels between neural architectures and models of human
intelligence in pattern recognition and problem-solving. Given the
importance of these three philosophical issues in the progress of ma-
chine translation in the past, we suggest that they remain important
conceptual benchmarks for the development of new architectures
and models based on the insights underlying them. Building on
this suggestion and going beyond our case studies, further inquiry
could operationalize the concepts of syntactic structure (similar
to [22]), holistic language interpretation, and meaning-as-use. With
these advances, more extensive tests with a solid empirical basis
for our discussion could be pursued.
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