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Abstract— We consider generalized Nash equilibrium prob-
lems (GNEPs) with linear coupling constraints affected by both
local (i.e., agent-wise) and global (i.e., shared resources) distur-
bances taking values in polyhedral uncertainty sets. By making
use of traditional tools borrowed from robust optimization, for
this class of problems we derive a tractable, finite-dimensional
reformulation leading to a deterministic “extended game", and
we show that this latter still amounts to a GNEP featuring
generalized Nash equilibria “in the worst-case". We then design
a fully-distributed, accelerated algorithm based on monotone
operator theory, which enjoys convergence towards a Nash
equilibrium of the original, uncertain game under weak struc-
tural assumptions. Finally, we illustrate the effectiveness of the
proposed distributed scheme through numerical simulations.

I. INTRODUCTION

Game theory has recently attracted considerable research
attention as a decision-making framework able to model
problems involving heterogeneous agents that potentially
share and compete for common resources. In this context,
equilibrium notions characterizing generalized Nash equilib-
rium problems (GNEPs) [1] find broad applicability in social
science and engineering, encompassing problems in power
grid [2], traffic management [3], sensing and networks [4].

While the largest portion of research efforts concentrate
on GNEPs with deterministic data (i.e., agents’ cost func-
tions and local/coupling constraints), in many real-world
applications the multi-agent system at hand may be strongly
affected by uncertainty, thus possibly making standard so-
lution concepts and algorithms ineffective. This motives
us to look for tailored GNEP formulations able to handle
uncertainties. Available approaches in robust game theory
typically deal with uncertainty characterized by specific
models of either the probability distribution characterizing
the disturbance [5], the geometry of the underlying support
set [6] or, more recently, exploit the availability of historical
disturbance realizations to propose data-driven distribution-
free approaches [7]. If, on the one hand, some recent works
employed this framework to study GNEPs with uncertain
cost functions (see [8], [9] just to mention a few), on the
other hand the case involving uncertain constraints has been
far less considered. Most notably, [10] considers structured
local uncertainties in the coupling constraints and proposes a
distributed, continuous-time algorithm for seeking a ε-GNE.
However, it does not consider uncertainties affecting the
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right-hand side, namely the vector of shared resources, which
are typically encountered in real-world settings (especially in
power network games [11]). Instead, these latter have been
thoroughly investigated in [12]–[15] under the lens of the
scenario approach to quantify the robustness of the resulting
equilibria against unseen realizations of the random variable.

Along this research direction, we consider GNEPs with
linear coupling constraints affected by both local (i.e., agent-
wise) and global (i.e., in the shared resources) disturbances
taking values in polyhedral uncertainty sets, for which we
propose an “extended game", deterministic reformulation
leveraging traditional tools borrowed from robust optimiza-
tion, and a fully-distributed, accelerated equilibrium seeking
algorithm. We hence summarize our contributions as follows:

1) We provide a finite-dimensional, worst-case reformula-
tion of otherwise intractable GNEPs with uncertain lin-
ear coupling constraints, and we show that the resulting
“extended game” inherits that same structural properties
of the original problem (§II).

2) For the resulting deterministic GNEP, we prove that a
relaxed-intertial scheme, leading to a fully-distributed
algorithm over a graph, enjoys convergence guarantees
to the set of equilibria of the original game (§III).

3) Finally, we validate the proposed theoretical results
numerically on an illustrative example (§IV).

As discussed also later in the paper, we stress that the
proposed worst case-based methodology is quite general and
applies to a broad class of generalized games. Moreover,
the proposed relaxed-intertial scheme converges under mere
monotonicity of the game mapping, thus circumventing the
assumption on the uniqueness of the equilibrium, a condition
frequently encountered in algorithmic game theory [16], [17].

The proofs of the technical results are all in Appendix.

A. Preliminaries
1) Notation: R, R≥0 and R̄ := R ∪ {∞} denote the set

of real, nonnegative and extended real numbers respectively.
Given N vectors x1, . . . , xN ∈ Rn and I := {1, . . . , N},
we denote x := (x>1 , . . . , x

>
N )> = col((xi)i∈I). The j-th

element of a vector v is denoted by vj . Given a matrix A ∈
Rm×n, its transpose is denoted by A>, while A⊗B indicates
the Kronecker product between matrices A and B. A � 0
(� 0) stands for a positive definite (semidefinite) matrix. For
A � 0, we denote ‖ · ‖A the A−induced norm such that
‖x‖A :=

√
x>Ax =

√
〈Ax, x〉, where 〈·, ·〉 : Rn × Rn → R

stands for the standard inner product. In ∈ Rn×n, 1n ∈ Rn

(0n) ∈ Rn×n denote the identity matrix and the vector of all
1 (0), respectively.
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2) Operator theory: Let T : Rn ⇒ Rn be a set-valued
operator. The domain of T is defined by dom(T ) = {x ∈
Rn |T (x) 6= ∅}. The set of zeros of T is denoted as zer(T ) =
{x ∈ Rn|0 ∈ T (x)}. The set of fixed point of T is denoted as
fix(T ) = {x ∈ Rn |x ∈ T (x)}. An operator T is monotone if
〈T (x)− T (y), x− y〉 ≥ 0 and it is β- Lipschitz continuous
if ‖T (x) − T (y)‖ ≤ β‖x − y‖. Given T : Rn ⇒ Rn, the
variational inequality problem VI(T,Y) consists in finding
a vector y? ∈ Y such that T (y?)>(y − y?) ≥ 0 for all
y ∈ Y and its solution set is denoted by SOL(T,Y). For a
closed set S ⊆ Rn, the mapping projS : Rn → S denotes
the projection onto S, i.e., projS(x) := argminy∈S ‖y − x‖.
The set-valued mapping NS : Rn ⇒ Rn denotes the normal
cone operator for the set S, i.e., NS(x) = ∅ if x /∈ S and
NS(x) = {v ∈ Rn | supz∈S v

>(z − x) ≤ 0} otherwise.
3) Graph theory: Let G = (N , E) be an undirected graph

connecting a set of vertices N = {1, . . . , N} through a set
of edges E ⊆ N ×N , with |E| = E. The unordered pair of
vertices (i, j) ∈ E if and only if agents i and j can exchange
information. The set of neighbors of agent i is defined as
Ni = {j ∈ N | (i, j) ∈ E} and the degree |Ni| of vertex
i corresponds to the cardinality of the set Ni. A graph G
is connected if and only if there exists a path between any
two vertices of G. We denote by L ∈ RN×N the Laplacian
matrix of the graph G, with Lij = |Ni| if i = j, Lij = −1
if (i, j) ∈ E , Lij = 0 otherwise. For an undirected and
connected graph, it holds L = L>.

II. GENERALIZED NASH EQUILIBRIUM PROBLEMS WITH
UNCERTAIN COUPLING CONSTRAINTS

We start by formalizing the multi-agent, uncertain game
considered, and then we propose a worst case-based formu-
lation by making use of tools proper of robust optimization.

A. Mathematical setup

We consider an uncertain noncooperative game among N
agents, indexed by i ∈ I := {1, . . . , N}, where each agent
i makes decisions xi ∈ Rni in a local constraint set Ωi :=
{xi ∈ Rni | Cixi ≤ ci}, for given pairs {(Ci, ci)i∈I} of
appropriate dimensions. The vector of collective strategies
x := col ((xi)i∈I) ∈ Rn, n =

∑
i∈I ni, is thus constrained

to belong to Ω :=
∏
i∈I Ωi. We also denote with x−i :=

col
(
(xj)j∈I\{i}

)
the vector obtained by stacking all agents’

strategies but the i-th one. In this context, each agent aims
at minimizing a predefined cost function Ji : Rn → R that
therefore depends both on its own decision xi, as well as on
the decisions of all the other agents x−i.

Standing Assumption 1: For each i ∈ I, xi 7→
Ji(xi,x−i) is a convex, C1 function, for all x−i ∈ Rn−i ,
while Ωi 6= ∅ is a convex, compact set. �

We consider generalized games where the agents compete
for shared, yet possibly uncertain, resources, thus coupling
the agents’ decisions also at the feasible set level. Specifi-
cally, we consider linear coupling constraints in the form:

Ai(δi)xi +
∑

j∈I\{i}

Aj(δj)xj ≤ b(δ), (1)

which are affected by the uncertain parameters vector
δ := col(col((δi)i∈I), δ) ⊆ R

∑
i∈I pi+p, where δi ∈ Rpi , δ ∈

Rp. We hence stress that (1) presents both local uncertainties
{δi}i∈I affecting the way each agent contributes to the
coupling constraints, as well as global uncertainties encoded
by δ, affecting the vector of shared resources. Formally,
we consider a probability space (∆,D,P), where ∆ :=(∏

i∈I ∆i

)
× ∆ ⊆ R

∑
i∈I pi+p represents the set of values

that δ can take, D is a σ-algebra and P is a probability
measure over D. Assuming that ∆ is bounded, we analyze
the coupling constraints in (1) under the lens of robust
optimization, thus requiring it to hold true for all possible
(joint) realizations of the uncertain parameter δ ∈∆. It
follows that (1) amounts to a robust constraint and sets
({∆i}i∈I ,∆) are user-prescribed primitive uncertainty sets,
assumed to be polytopes with the origin in their interiors,

∆i := {δi ∈ Rpi | Diδi ≤ di} for all i ∈ I,
∆ := {δ ∈ Rp | Dδ ≤ d}, (2)

for known pairs {(Di, di)i∈I} and (D, d), with Di ∈
Rmi×pi , D ∈ Rl×p and di, d sized accordingly. As common
in the robust optimization literature [18], we will make use
of the following assumption:

Standing Assumption 2: The uncertain parameter δ ∈ ∆
acts constraint-wise on the inequalities in (1). �

As a direct consequence, we are hence entitled to study
each constraint in (1) separately. Note that Standing Assump-
tion 2 holds without loss of generality – see [18, pp. 11-12].

For a given δ ∈ ∆, let Xδ := {x ∈ Rn | A(δ)x ≤ b(δ)}
denote the constraint set associated with some realization δ.
We thus define the collective feasible set associated to the
uncertain GNEP as X := {∩δ∈∆Xδ}∩Ω, which we assume
satisfying the following condition:

Standing Assumption 3: The set X is nonempty and sat-
isfies Slater’s constraint qualification. �

Standing Assumption 3 requires the intersection of all the
constraint sets spanned by δ ∈ ∆ to be nonempty. Albeit
restrictive, note that this condition is equivalently postulated
in similar works (see, for example, [13, Ass. 1]) and it is
required for a well-posed problem formulation. The uncertain
GNEP can hence be described by the following collection of
inter-dependent optimization problems:

∀i ∈ I :

{
min
xi∈Ωi

Ji (xi,x−i)

s.t. A(δ)x ≤ b(δ), ∀ δ ∈∆.
(3)

We now introduce a typical tool adopted in game theory
and a technical assumption involving it. Specifically, we
define the pseudo-gradient mapping of the GNEP as:

F (x) := col ((∇xiJi(xi,x−i))i∈I) .

Standing Assumption 4: F (x) is monotone and `F -
Lipschitz continuous. �

We hence want to compute a Nash equilibrium for (3) that
is valid for all δ ∈∆ (namely a worst-case one), according
to the following definition:



Definition 1: (worst-case generalized Nash equilibrium)
A collective strategy x? is a worst-case generalized Nash
equilibrium (GNE) of the uncertain game in (3) if i) x? ∈ X ,
and ii) for all i ∈ I,

Ji(x
?
i ,x

?
−i) ≤ Ji(xi,x?−i),

for any xi ∈ Ωi so that (xi,x
?
−i) ∈ X . �

Definition 1 enforces x? to be a GNE for all δ ∈ ∆,
which is equivalent to enforcing those conditions to hold
true for the worst-case disturbance in the uncertainty set.
From there the name worst-case equilibrium. As per standard
in algorithmic game theory [19], we however focus on the
subclass of variational generalized Nash equilibria (v-GNE).
For such subclass, the next lemma follows from [1, Th. 6]:

Lemma 1: (Existence of v-GNE) The set of v-GNE, as
defined in Definition 1, of the uncertain GNEP in (3) is
nonempty. �

B. Extended game reformulation

Finding an equilibrium solution to the uncertain GNEP in
(3) is challenging as it amounts to an infinite-dimensional
problem. We therefore borrow traditional tools from robust
optimization to establish a worst case-based, tractable re-
formulation of (3). In particular, without loss of generality
we consider the reformulation of a single robust constraint
from (1) that we further assume to have the following affine
dependence from the uncertainty δ:

(a0
i + Piδi)

>xi +
∑

j∈I\{i}

(a0
j + Pjδj)

>xj ≤ b0 + q>δ. (4)

This particular instance is considered just to streamline the
presentation: the extension to multiple coupling constraints
is straightforward under Standing Assumption 2.

Remark 1: While restricting to polyhedral uncertainty sets
(2) and linear coupling constraints (4) is limiting, we argue
that it is nonetheless a popular choice in the literature with
applications, among others, in electric energy systems [20],
transport networks [21] and supply chain [22]. �

Next, we reformulate each optimization problem in (3) as
a deterministic program with finite linear constraints:

Theorem 1: A collective strategy x? is a worst-case GNE
of the uncertain GNEP in (3) if and only if there exist some
y? ∈ Rm, m =

∑
i∈Imi, and z? ∈ Rl such that (x?,y?, z?)

is a GNE of the following extended deterministic GNEP:

∀i ∈ I :



min
xi,yi,z

Ji (xi,x−i)

s.t. P>i xi −D>i yi = 0,

q +D>z = 0,

xi ∈ Ωi, yi ≥ 0, z ≥ 0,∑
i∈I

(a0
i )
>xi−b0≤−d>z−

∑
i∈I

d>i yi.

(5)
�

Some considerations on the nature of the deterministic
extended game in (5) are then in order. First, we note that (5)

turns out to be a GNEP, as the last constraint couples the de-
cisions of the agents. Specifically, considering the worst-case
on every possible realization of the uncertainties perturbs the
feasible set compared to the nominal case,

∑
i∈I(a0

i )
>xi ≤

b0. Second, while (xi, yi) are local variables, z coincides
with a global one that, at this stage, precludes the design
of a distributed equilibrium seeking algorithm for (5). In the
next section we then propose a fully-distributed GNE seeking
algorithm for solving (5).

III. DISTRIBUTED V-GNE SEEKING ALGORITHM

We assume that the agents taking part to the uncertain
GNEP communicate to each other through a graph G =
(I, E), where I is the set of agents and E is the one of
the edges connecting them, |E| = E.

Standing Assumption 5: The communication graph G is
undirected and connected.
In addition, we assume a full-decision information setting
where the agents know exactly the decisions of the agents
influencing their objective function without the need of
reconstructing signals.

Thus, to design a fully distributed procedure able to return
a solution to the GNEP in (5), we propose to endow each
agent with a local copy of z, i.e., zi ∈ Rl, and impose ad-
ditional constraints enforcing consensus among zi’s, namely
L̄z = 0Nl, with z = col ((zi)i∈I) and L̄ = L ⊗ Il. For
all i ∈ I we hence define wi = col(xi, yi, zi) ∈ Rηi ,
ηi = ni+mi+l. The resulting extended game in the variables
wi is a particular instance of the following class of GNEPs:

∀i ∈ I :



min
wi∈Wi

Ji (xi,x−i)

s.t. Siwi +
∑

j 6=i,j∈I

Sjwj ≤ s,

Riwi +
∑

j 6=i,j∈I

Rjwj = 0,

(6)

with Wi := {wi ∈ Rηi | Hiwi ≤ hi, Giwi = gi}, for
matrices Hi, Gi, Si, Ri and vectors hi, gi, s of appropriate
dimensions. We denote with leq (ceq) and lin (cin) the total
number of local (coupling) equality and local (coupling)
inequality constraints in (6), respectively.

In accordance, the pseudo-gradient characterizing the ex-
tended GNEP in (6) turns into

F̃ (w) := col
(
(∇xi

Ji(xi,x−i),0mi
,0l)i∈I

)
. (7)

Proposition 1: The extended GNEP in (5) retains the
structural properties of the uncertain GNEP in (3), namely

(i) F̃ (w) is maximally monotone;
(ii) The set of v-GNE of (6) is non-empty. �

A. An operator splitting approach to v-GNE

To solve the GNEP in (6) we start by considering the
Karush-Kuhn-Tucker (KKT) conditions characterizing the



optimization problems of the agents, which at optimality read
as:

0ηi ∈ ∇wi
Ji
(
x?i ,x

?
−i
)

+ S>i λ
?
i +R>i µ

?
i + NΩ̃i

(w?i ) ,

0cin ∈ NR
cin
≥0

(λ?i )− (Sw∗ − s) ,
0ceq ∈ −Rw?,

(8)
where S = [S1, . . . , SN ] and R = [R1, . . . , RN ]. By virtue
of the restriction to the subclass of v-GNE, we additionally
require λ?1 = λ?2 = . . . = λ?N and µ?1 = µ?2 = . . . = µ?N .

By stacking together the KKT conditions in (8), it is
known that the v-GNE seeking problem for (6) can be recast
as a zero-finding problem involving a suitable set-valued,
monotone operator T [23]. To allow for fully distributed
computations, we extend T by endowing each agent with
a local copy of the dual variables λi and µi and driving
them towards consensus via the auxiliary variables vi and
qi. The resulting extended operator T is thus defined as:

T :


w
ν
λ
χ
µ

 7→


F̃ (w) +NΩ̃(w) + S̄>λ+ R̂>µ
L̄λ

N
R

Ncin
≥0

(λ)− (S̄w − s̄) + L̄(λ− ν)

L̂µ

−R̂w + L̂(µ− χ)

 ,
(9)

λ = col ((λi)i∈I), µ = col ((µi)i∈I), χ = col ((χi)i∈I),
ν = col ((νi)i∈I), S̄ = diag ((Si)i∈I), s̄ = col ((si)i∈I),
R̂ = diag ((Ri)i∈I), L̄ = L⊗ Icin , and L̂ = L⊗ Iceq .

Essentially, the zeros of the mapping T coincide to the
variational equilibria of the GNEP (6), as formalized next.

Proposition 2: ([23]) The collective strategy w? is a v-
GNE of the game in (6) if and only if there exists λ? ∈
Rcin and µ? ∈ Rceq such that col(w?, λ?, µ?) ∈ zer(T ).
Moreover, if col(x?, λ?, µ?) ∈ zer(T ), then w? satisfies the
KKT conditions in (8) with λi = λ?, µi ∈ µ?, ∀i ∈ I. �

Remarkably, in view of the equivalence between (3) and
(6), if w? := col(x?,y?, z?) is an equilibrium solution for
(6) then x? is a v-GNE for the original uncertain game in
(3). Note that the operator T can be split as the sum of two
other operators A and B. In particular, we have:

A :=
(
F̃ (w)× 0cin × s̄× 02ceq

)
︸ ︷︷ ︸

A1

+A2,

B :=
(
NΩ̃(w)× 0cin ×NR

ceq
≥0
× 02ceq

)
,

where

A2 :


w
ν
λ
χ
µ

 7→


0 0 S̄> 0 R̂>

0 0 L̄ 0 0
−S̄ −L̄ L̄ 0 0

0 0 0 0 L̂

−R̂ 0 0 −L̂ L̂



w
ν
λ
χ
µ

 .

Lemma 2: The following statements hold true:
(i) A is maximally monotone and `A-Lipschitz continuous,

with `A := `F + 4κ+ |S|+ |R|, where κ = |L|;
(ii) B is maximally monotone. �

B. Distributed preconditioned Relaxed-Inertial FBF scheme

Inspired by [24], [25], we design next a fully-distributed
relaxed-inertial preconditioned forward-backward-forward
(RIpFBF) algorithm to compute a v-GNE of the GNEP (6)
by exploiting the splitting T = A+ B. Specifically, we rely
on the following result:

Lemma 3: [23, Prop. 25.26(i)] Given a matrix Φ � 0
and a maximally monotone operator T , Φ−1T is maximally
monotone w.r.t. the induced norm ‖ · ‖Φ. �

The main steps of the iterative procedure are reported in
Algorithm 1 and follow from the scheme:
Zk = Xk + σk(Wk −Wk−1),

Yk = projΘ
((

Id− Φ−1A
)

(Zk)
)
,

Wk+1 = (1− ρk)Zk + ρk[Yk − Φ−1 (A(Yk)−A(Zk))],
(10)

where we choose the so-called preconditioning matrix Φ as

Φ := diag
(
α−1,β−1,γ−1, τ−1,θ−1

)
,

with α = diag((αi ⊗ Iµi)i∈I), β = diag((βi ⊗ Icin)Ei=1),
γ = diag((γi ⊗ Icin)i∈I), τ = diag((τi ⊗ Iceq )Ei=1) and
θ = diag((θi⊗Iceq )i∈I). We now describe the steps in (10):

1) Inertial step: this step penalizes changes from the pre-
viously computed decisions in the primal-dual space.

2) Forward-Backward step: each agent updates its strategy
through a gradient-based step followed by a consensus-
enforcing update of the dual variables estimates, and a
dual update in the spirit of Lagrangian methods.

3) Relaxed step: the last step consists on a weighted
average between the inertial update and a forward-
backward-forward update.

Note that for σk = 0 and ρk = 1, Algorithm 1 reduces
to the popular Tseng’s extragradient method [23]. The next
result finally characterizes the convergence of Algorithm 1
to a v-GNE of the uncertain GNEP (3):

Theorem 2: Let λmin(Φ) ∈ (0, 1/`A), and choose 0 <
σk ≤ σ̄ < 1 and ρk = 2(1 − σ̄)2/(1 + `Φ)(2σ2

k − σk + 1),
with `Φ := `A/λmin(Φ). Then, the sequence {wk}k∈N

generated by Algorithm 1 converges to some w?, whose
subvector x? is a v-GNE of the uncertain game (3). �

IV. ILLUSTRATIVE EXAMPLE

We test the effectiveness of our formulations on a GNEP
with N = 5 agents. For i ∈ I = {1, . . . , 5}, let xji denote the
j-th component of the strategy of the i-th agent. We consider
j = {1, 2}, i.e., xi ∈ R2 so that xi ∈ [−5, 15]2. The cost
function of the i-th agent is

Ji(xi,x−i) = 1
2x
>
i xi + 1

|Ni|

∑
j∈Ni

x>i xj − α>i xi,

where αi = 10(i − 1)12. Agents need to meet a coupling
constraint as in (4), where a0

i =
[
1 1

]
, Pi =

[
1 1

]>
, δi ∈

[−1, 1] ⊆ R, b0 = 75, Q = 1, δ ∈ [−10, 10] ⊆ R.
We consider three different graph topologies with de-

creasing connectivity, as reported in Fig. 1. We employ
Algorithm 1 with inertial parameter σk = σ̄(1 − 1

k+1 ) and



Algorithm 1: RIpFBF Algorithm
Initialization: For all i ∈ I, set wi,0 ∈ Rηi ,
νi,0 ∈ 0nin

λi,0 ∈ Rnin

≥0 , χi,0 ∈ 0neq
µi,0 ∈ Rneq .

Iteration (k ∈ N): for all i ∈ I do
(S1) Inertial step:

wini,k = wi,k + σk(wi,k − wi,k−1),

νini,k = νi,k + σk(νi,k − νi,k−1),

λini,k = λi,k + σk(λi,k − λi,k−1),

χini,k = χi,k + σk(χi,k − χi,k−1),

µini,k = µi,k + σk(µi,k − µi,k−1).

(S2) Forward-Backward step: from j ∈ Ni get
µinj,k = [winj,k, v

in
j,k, λ

in
j,k, q

in
j,k, µ

in
j,k] and update

wpri,k = projΩ̃i

(
wini,k−αi

(
F̃i(w

in
k )+S>i λ

in
i,k+R>i µ

in
i,k

))
νpri,k = νini,k + βi(|Ni|λini,k −

∑
j∈Ni

λinj,k),

λpri,k = projRcin
≥0

(
λini,k + γi

(
Siw

in
i,k − si − νini,k)

))
,

χpri,k = χini,k + τi(|Ni|µini,k −
∑
j∈Ni

µinj,k),

µpri,k = µini,k + θi
(
Riw

in
i,k − χini,k)

)
.

(S3) Relaxed step:

wi,k+1 = (1−ρk)wini,k+ρk

[
wpri,k−αi

(
F̃i(w

pr
k )−F̃i(wink )

+S>i (λpri,k − λini,k) +R>i (µpri,k − µini,k)
) ]
,

νi,k+1 = (1− ρk)νini,k + ρk

[
νpri,k − βi

(
(|Ni|λpri,k

−∑j∈Ni
λprj,k)− (|Ni|λini,k −

∑
j∈Ni

λinj,k)
)]
,

λi,k+1 = (1− ρk)λini,k + ρk

[
λpri,k − γi

(
− Si(wpri,k − wini,k)

+ |Ni|(λpri,k − λini,k)− |Ni|(νpri,k − νini,k)

− (
∑
j∈Ni

λprj,k −
∑
j∈Ni

λinj,k)

+ (
∑
j∈Ni

νprj,k −
∑
j∈Ni

νinj,k)
)]
,

χi,k+1 = (1− ρk)χini,k + ρk

[
χpri,k − τi

(
(|Ni|µpri,k

−∑j∈Ni
µprj,k)− (|Ni|µini,k −

∑
j∈Ni

µinj,k)
)]
,

µi,k+1 = (1− ρk)µini,k + ρk

[
µpri,k − θi

(
−Ri(wpri,k − wini,k)

+ |Ni|(µpri,k − µini,k)− |Ni|(χpri,k − χini,k)

− (
∑
j∈Ni

µprj,k −
∑
j∈Ni

µinj,k)

+ (
∑
j∈Ni

χprj,k −
∑
j∈Ni

χinj,k)
)]
.

relaxation parameter ρk chosen according to Theorem 2. The
preconditioning matrix is populated with step sizes that are
progressively decreased in the interval (0, 1

`A
) with even

spaces to achieve a better trade-off between convergence
rate and accuracy. Figure 2 shows the convergence of the
scheme towards an equilibrium of the original uncertain
GNEP (3) for different tuning parameter configurations and

Fig. 1: Graph topologies considered in the illustrative exam-
ple.

Fig. 2: Convergence plot for Algorithm 1 for different
problem setups.

graph topologies. Convergence is monitored according to the
natural residual [26, p. 22]:

R(xk) = xk − (B ◦ (Id− φ−1A)(xk)).

We note that the convergence rate is strongly influenced by
the choice of the hyperparameters and the graph topology.
In general, we observe that the accelerated scheme from
Algorithm 1 shows better convergence properties than the
(non-accelerated) Tseng extragradient method regardless of
the graph topology. Additionally, we find that the ring graph
shows the best convergence rate: while this seems counter-
intuitive at first, as more densely connected graph should
allow for an easier information exchange among agents, we
remark that the graph topology also affects the Lipschitz
constant of A, generally requiring smaller step sizes for
highly connected graphs according to the (conservative)
bounds in Theorem 2. For completeness, we report Fig 3
that compares the trajectories of the agents computed with
the (fully-distributed) Algorithm 1 and a centralized solver.

V. CONCLUSION

We have presented a worst case-based reformulation of
a GNEP with uncertain coupling constraints, along with
an algorithm to solve the resulting deterministic, extended
game. By exploiting the specific structure of those constraints
and the way the uncertainty affects them, we have adopted
tools from robust optimization to derive an equivalent, yet
tractable, extended GNEP, which is shown to retain all the
properties of the original game. By relying on monotone
operator theory, we have successively derived an iterative,
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Fig. 3: Agents trajectory for x1 (x2 is the same) computed
with Algorithm 1 (solid lines) and a centralized solver (dotted
lines) for simulation with Graph 3. The x-axis is cut at 5000
iterations for readability.

fully-distributed accelerated algorithm to compute the Nash
equilibria of the extended game in the worst-case.

APPENDIX

A. Proofs of §II

Proof of Lemma 1: The proof follows from [1, Th. 6] after
observing that (i) X is a convex, compact and non-empty
set that satisfies Slater’s constraint qualification in view of
Standing Assumption 3; and (ii) F (x) is monotone and `F -
Lipschitz continuous according to Standing Assumption 4,
thus also maximally monotone [23, Cor. 20.25]. �

Proof of Theorem 1: To retrieve the worst-case relation in
(4), we consider the i-th agent for which we have to compute

maxδi∈∆i(a
0
i + Piδi)

>xi = (a0
i )
>xi + maxδi∈∆iδ

>
i P
>
i xi,

(11)
which corresponds to a (manifestly feasible) linear program
(LP), and therefore the associated dual problem amounts to: min

yi∈R
mi
≥0

d>i yi

s.t. P>i xi −D>i yi = 0,
(12)

with vector of Lagrange multipliers yi. Similarly, we can
reformulate the worst-case condition characterizing the RHS
in (4), i.e., minδ∈∆b

0 + q>δ = b0 + minδ∈∆q
>δ, to obtain max

z∈Rl
≥0

− d>z

s.t. q +D>z = 0.
(13)

At this point, we can omit the minimization term from (12)
(resp. the maximization term from (13)) since it is sufficient
that the constraint holds for at least one zi (resp. z). The
result hence follows by adopting algebraic manipulations to
rearrange terms. �

B. Proofs of §III

Proof of Proposition 1: (i) We start by showing that, also
in this case, F̃ (w) is monotone and `F -Lipschitz continuous.
We have:

〈F̃ (w1)− F̃ (w2),w1 −w2〉 = 〈F (x1)− F (x2)〉 ≥ 0,

in view of the monotonicity of F (x). Moreover,

‖F̃ (w1)− F̃ (w2)‖ = ‖F (x1)− F (x2)‖
≤ `F ‖x1 − x2‖
≤ `F (‖x1 − x2‖+ ‖y1 − y2‖+ ‖z1 − z2‖) ,

as F (x) is `F -Lipschitz continuous. Observing that the
feasible set of the GNEP (5) is compact concludes the proof.
(ii) This part follows similarly to the proof of Lemma 1. �

Proof of Lemma 2: (i) Note that A1 is maximally mono-
tone since it is obtained by stacking F̃ (w), that it maximally
monotone in view of Proposition 1, and a constant. Addition-
ally, it is easy to see that it is `F -Lipschitz continuous. Next,
note that A2 is a skew-symmetric matrix since L = L>

as a consequence of Standing Assumption 5, thus it is
maximally monotone [23, Ex. 20.30]. Then, A is maximally
monotone as sum of two maximally monotone operators [23,
Prop. 21.24]. Moreover, following a similar line of proof
as in [17, Lemma 5], A2 is (|S| + |R| + 4κ)-Lipschitz
continuous. Hence, A is `A := `F +4κ+ |S̄|+ |R̂|-Lipschitz
continuous [23].
(ii) The mapping B is constructed by means of normal
cones of closed non-empty convex sets, thus it is maximally
monotone [23, Prop 21.23]. �

Proof of Theorem 2: We take inspiration from [25], [27]
to show that the claim holds true. In particular, we first
derive the fundamental recursion between successive iterates
of Algorithm 1, and then show the recursion enjoys a
Lyapunov-like decrease ensuring convergence. Let Tk :=
Yk−Φ−1(A(Yk)−A(Zk)) such that Wk+1 = (1−ρk)Zk+
ρkTk. Recall that zer(A + B) 6= ∅ in view of Proposition 1
and 2. For any ω? ∈ zer(A+ B), we have that:

‖Zk − ω?‖2Φ = ‖Zk − Yk + Yk − Tk + Tk − ω?‖2Φ
= ‖Zk − Yk‖2Φ − ‖Yk − Tk‖

2
Φ + ‖Tk − ω?‖2Φ

+2 〈Zk − Yk, Yk − ω?〉Φ + 2 〈Yk − Tk, Tk − ω?〉Φ
= ‖Zk − Yk‖2Φ − ‖Yk − Tk‖

2
Φ + ‖Tk − ω?‖2Φ

+ 2 〈Zk − Tk, Yk − ω?〉Φ

where

‖Yk − Tk‖2Φ =
∥∥Φ−1 (A(Yk)−A(Zk))

∥∥2

Φ

≤ |Φ−1| ‖(A(Yk)−A(Zk))‖2

≤ |Φ−1|`2A ‖Yk − Zk‖2

≤ λmax(Φ−1)
λmin(Φ)

`2A ‖Yk − Zk‖2Φ

=
(

`A
λmin(Φ)

)2

‖Yk − Zk‖2

and 〈Zk − Tk, Yk − ω?〉 ≥ 0 from the monotonicity of A. Then,
by defining `Φ := `A/λmin(Φ), we have:

‖Zk − ω?‖2Φ≥‖Zk − Yk‖
2
Φ − `

2
Φ ‖Yk − Zk‖2Φ + ‖Tk − ω?‖2Φ ,

(14)
which leads to

‖Tk − ω?‖2Φ ≤ ‖Zk − ω?)‖2Φ − (1− `2Φ)‖Yk − Zk‖2Φ. (15)



From (15) we immediately obtain:

‖Wk+1 − ω?‖2Φ
= ‖(1− ρk)Zk + ρkTk − ω?‖2Φ
= (1− ρk) ‖Zk − ω?‖2Φ + ρk ‖Tk − ω?‖2Φ

− ρk (1− ρk) ‖Tk − Zk‖2Φ
≤ (1− ρk) ‖Zk − ω?‖2Φ + ρk ‖Zk − ω?‖2Φ

− ρk(1− `2Φ)‖Yk − Zk‖2Φ − 1−ρk
ρk
‖Wk+1 − Zk‖2Φ

=‖Zk − ω?‖2Φ − ρk(1− `2Φ)‖Yk − Zk‖2Φ
− 1−ρk

ρk
‖Wk+1 − Zk‖2Φ .

(16)
Additionally, note that

1
ρk
‖Wk+1 − Zk‖Φ = ‖Tk − Zk‖Φ
= ‖(A(Yk)−A(Zk))‖Φ−1 + ‖Yk − Zk‖Φ
≤ (1 + `Φ) ‖Yk − Zk‖Φ ,

(17)

that is

− 1
ρ2
k(1+`Φ)2 ‖Wk+1 − Zk‖2Φ ≥ −‖Yk − Zk‖2Φ,

and by multiplying both sides for ρk(1− `2Φ) we obtain

− (1−`2Φ)
ρk(1+`Φ)2 ‖Wk+1 − Zk‖2Φ ≥ −ρk(1− `2Φ)‖Yk − Zk‖2Φ.

Plugging-in the latter expression in (17), we get

‖Wk+1 − ω?‖2Φ
≤ ‖Zk − ω?‖2Φ −

(
1−ρk
ρk

+
(1−`2Φ)

ρk(1+`Φ)2

)
‖Wk+1 − Zk‖2Φ

= ‖Zk − ω?‖2Φ −
(

2
ρk(1+`Φ) − 1

)
‖Wk+1 − Zk‖2Φ.

(18)
Next, we turn our attention to the RHS of (19). By leveraging
the definitions in (15) we see that:

‖Wk+1 − Zk‖2Φ ≥ (1− σk)‖Wk+1 −Wk‖2Φ
+ (σ2

k − σk)‖ΦWk −Wk−1‖2Φ
(19)

‖Zk − ω?‖2Φ = (1 + σk)‖Wk − ω?‖2Φ − σk‖Wk−1 − ω?‖2Φ
+ σk(1 + σk)‖Wk −Wk−1‖2Φ.

(20)
Combining (19)–(21) and rearranging the terms yields:

‖Wk+1 − ω?‖2Φ − σk‖Wk − ω?‖2Φ+

(1− σk)
(

2
ρk(1+`Φ) − 1

)
‖Wk+1 −Wk‖2Φ

≤ ‖Wk − ω?‖2Φ − σk‖Wk−1 − ω?‖2Φ+[
σk(1 + σk)− (σ2

k − σk)
(

2
ρk(1+`Φ) − 1

)]
‖Wk −Wk−1‖2Φ.

(21)
We now choose the sequences {σk}k∈N and {ρk}k∈N as

0 < σk ≤ σ̄ < 1 and ρk = 2(1−σ̄2)
(1+`Φ)(2σ2

k−σk+1)
and show

that this leads to the sought Lyapunov-like decrease across
the iterates. To show this, note that under this choice the
coefficient multiplying the term ‖Wk −Wk−1‖2 is

σk(1 + σk) + (σ2
k − σk)

(
2σ2

k−σk+1
(1−σk)2

)
= −σk(2σ2

k−σk+1)
1−σk

≤ 0.

On the contrary, the right-hand side in (23) is non-positive
under the given parameters tuning. Therefore, if we define

Hk(ω?) = ‖Wk − ω?‖2Φ − σk‖Wk−1 − ω?‖2Φ
+ (1− σk)2

(
2σ2

k−σk+1
(1−σk)2

)
‖Wk −Wk−1‖2Φ

and ∆ = −
[
σk(1 + σk) + (σ2

k − σk)
(

2σ2
k−σk+1

(1−σk)2

)]
, we

obtain the following Lyapunov-like decrease condition

Hk+1(ω?)−Hk(ω?) ≤ −∆‖Wk+1 −Wk‖2Φ, (22)

which ensure convergence to a fixed point of (14). According
to Lemma 3, this corresponds to a zero of T , which in
turn amounts to a v-GNE of the extended GNEP in (5) by
Proposition 2. Invoking Theorem 1 concludes the proof. �
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