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Abstract 
The rapid emergence of Generative Artificial Intelligence (GenAI) has transformed management, 
introducing both opportunities and risks. GenAI has the potential to increase efficiency (Noy and 
Zhang, 2023) and to outperform humans in specific tasks (Gilardi et al., 2023). It can drive 
internal integration and streamline operational processes, enabling organisations to make data-
driven decisions and optimise their resources efficiently (Liu & Wang, 2024). Additionally, GenAI 
extends beyond traditional problem-solving capabilities by automating and enhancing ideation 
processes. It has the potential to expand solution (and eventually the problem) space in product 
innovation (Bouschery et al. 2023), and the incorporation of GenAI in early innovation phases 
can result in higher quality solutions than crowd-generated results (Boussioux et al. 2024). It 
facilitates new forms of idea generation, enabling a more granular approach to innovation 
(Verganti et al., 2020). However, GenAI can only enhance artificial creativity (Runco, 2023). 
Despite these created values in organisations, GenAI introduces complex risks that 
organisations navigate. Ethical concerns arise, including algorithmic discrimination, biases, and 
the risk of diminishing human agency (Spanjol, 2023), affecting the feeling of ownership and 
control or even challenging work identity. The first effects on higher-income tasks (Eloundou et 
al. 2023) and tasks that require cognitive work, such as knowledge work, have been observed. 
Additionally, Gama & Magistretti (2023) suggest that GenAI’s adoption can lead to fragmentation 
in innovation processes, potentially replacing human cognitive functions and creating resistance 
among managers. The evolving regulatory landscape around AI also presents challenges 
concerning data privacy, AI accountability, and transparency. Even more, many harmful 
applications of GenAI are emerging, such as the creation and spread of fake news, deepfakes, 
frauds, privacy invasion, and the manipulation of public opinion. Mitigating these risks requires 
understanding the interrelations between individuals and society (Auernhammer, 2020). 
Additionally, “AI washing”—the misleading use of AI claims—further exacerbates ethical 
concerns, as companies may overstate AI’s capabilities to gain a competitive edge, thereby 
increasing distrust and the potential for misuse. Organisations must balance harnessing GenAI’s 
benefits while mitigating its risks in a rapidly changing environment (Spanjol et al., 2024). To 
produce value for organisations and mitigate the risks associated with GenAI, it is necessary to 
understand and explain GenAI developments and inform managers of the introduction, design, 
and development of these technologies (Chiarello et al., 2024). Also, we see promising 
advances in the literature. Understanding the full spectrum of GenAI’s impact on innovation 
remains an ongoing challenge, requiring theoretical, empirical, and practical explorations. This 
track seeks case studies, design science, and conceptual papers that explore strategies for 
managing GenAI and its use and guide present and future innovation managers in properly 
introducing GenAI in organisations. We are particularly interested in frameworks for human-AI 
collaboration, strategies for explainable and responsible AI, the interplay between machine 
capabilities and human creativity, and design research and practices that drive responsible AI 
developments in organisations. The aim is to provide comprehensive insights for researchers, 
practitioners, and policymakers engaged with this transformative technological landscape of 
GenAI. 
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