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Collective motion, where large numbers of individuals move
synchronously together, is achieved when individuals adopt inter-
action rules that determine how they respond to their neighbors’
movements and positions. These rules determine how group-living
animals move, make decisions, and transmit information between
individuals. Nonetheless, few studies have explicitly determined
these interaction rules in moving groups, and very little is known
about the interaction rules of fish. Here, we identify three key rules
for the social interactions of mosquitofish (Gambusia holbrooki):
(i) Attraction forces are important in maintaining group cohesion,
while we find only weak evidence that fish align with their neigh-
bor's orientation; (ii) repulsion is mediated principally by changes
in speed; (iii) although the positions and directions of all shoal
members are highly correlated, individuals only respond to their
single nearest neighbor. The last two of these rules are different
from the classical models of collective animal motion, raising new
questions about how fish and other animals self-organize on the
move.

collective animal behavior | fish shoals | group motion |
self-propelled particles | self-organization

Collective motion of animal groups occurs when multiple
individuals move synchronously, producing large scale “flock-
ing” patterns (1-5). Numerous models have been developed to
describe patterns of collective motion in terms of interactions
between individuals (6-9). These simulation models usually
assume that individuals move at a constant speed and their inter-
actions are mediated through direction changes (1). Often these
models use zonal rules, where individuals move away from neigh-
bors at close distances and align and/or move toward neighbors at
greater distances. Interactions can be with either all neighbors
within some zone (7) or with a set of n nearest neighbors (10).
These and other models have succeeded in reproducing qualita-
tively similar patterns to those seen in the collective motion of
animal groups in nature.

It remains unclear, however, whether the interaction rules
implemented in models are the ones used by animals. Indeed,
many collective motion patterns observed in nature can be simu-
lated by models using very different interaction rules (1). We are
only now beginning to accumulate evidence about which interac-
tion rules are used. There has been recent identification of zones
of repulsion and alignment in surf scoters (11). The structure of
starling flocks is consistent with topological interactions between
the birds (10). Homing pigeons appear to have hierarchical inter-
actions such that birds with higher route-following fidelity act as
leaders (12-15). Partridge showed that lateral line and vision are
both important in producing directional alignment in Gadid fish
(16). Nonetheless, there remain a large number of open questions
about the interactions of fish. For example, do fish adopt attrac-
tion and alignment within distinct zones as purported in most
models? How many neighbors do fish interact with? Do fish swim
at more or less the same speed, with changes in angle mediating
a fish’s response to conspecifics? Answering these questions
requires detailed study of the rules of interaction of particular
fish species.
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We set out to determine which rules individual fish used
by analyzing data on the movements of individuals in groups of
mosquitofish (Gambusia holbrooki). We first present visualiza-
tions of interactions and identify correlations between neighbors
in order to determine which (if any) of the above rules are
relevant to mosquitofish. In reality, a fish’s movement from its
current location will be a response to both social cues and envir-
onmental topography. These two interactions are hard to sepa-
rate by correlation alone, yet it is clearly important to do so in
order to isolate and understand the rules used in social interac-
tions (17). We isolate the social interactions from other effects
using techniques taken from machine learning (18-20). Assuming
that the behavioral response of the focal fish can be decomposed
into a mixture of the previous behavior of the focal fish, its posi-
tion in its environment and the position on its # nearest neighbors
(Fig. 1), we used auto-regression and nonlinear function estima-
tion through artificial neural networks (21) to learn a model that
fits the movements of the focal fish as a combination of these
variables (22).

Results

We filmed groups of 2, 4, or 8 fish (12 trials of each) (Gambusia
holbrooki) in a square arena for 5 min (at 15 fps). Using semiau-
tomated tracking software we subsequently analyzed the trajec-
tories of each fish and how they responded to the position and
orientation of their neighbors (see Materials and Methods). We
recorded the following key parameters: 9, the relative position
of the neighbor with respect to the focal fish; ¢, the orientation
of the neighbor with respect to the focal fish, r, the distance
between the neighbor and the focal fish; and a, the change in
direction of the focal fish (Fig. 1).

In terms of acceleration, the fish showed clearly defined zones
of repulsion and attraction. Fish accelerated when neighbors
were directly behind them (within 6 cm; approximately 2 body
lengths) and decelerated when neighboring fish were directly in
front of them (Fig. 2 A and B). At these short distances, the
changes to acceleration were more pronounced when individuals
were facing each other—ie., 9 and ¢ have opposite signs
(Fig. 4A4). This acceleration response was dependent on the fish’s
current speed (Fig. 2C); fish moving faster decelerated more than
fish moving slower.

The focal fish were generally attracted to neighbors that were
more than 6 cm from them (Fig. 2.4, B, and C). This was manifest
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Fig. 1. Parameters that characterize the position of the focal fish (repre-
sented in red) with respect to neighbors and to the walls of the experimental
basin. r: distance from the neighbor. d: distance from the closest wall. 9:
direction to the neighbor. ¢: orientation of the neighbor. y: orientation to the
nearest wall. a: change in direction of the focal fish. All angles are computed
with reference to the current moving direction of the focal fish.

by fish accelerating toward neighbors in front of them and
decelerating in response to neighbors behind them. The transi-
tion from repulsion to attraction occurs at about 6 cm, which is
close to the mean distance between a fish and its nearest neigh-
bor (mean, median, and modal distance to nearest neighbor are
6.2 cm, 3.8 cm, and 2.6 cm, respectively; Fig. S1A4). There was
no clear relationship between the orientation of neighbors in
the attraction zone and the acceleration of the focal fish (Fig. 4B).
These results suggest that the fish actively regulate the distance
to their nearest neighbor, mediated through acceleration, but
only respond to orientation in cases where collision is imminent.

The angle to neighbors in the attraction zone had an effect
on the turning angle of the focal fish (Fig. 2E); fish turned toward
the position of their neighbor. This effect increased as a function
of 9, so that it was greatest when neighbors were at a right angle
to the fish’s current heading (Fig. 2F). This is consistent with the
observation that nearest neighbors were more likely to be found
directly ahead of or behind each other (Fig. S1B). Unlike accel-
eration, turning angle did not strongly depend on the distance to

neighbors. Thus, the repulsion zone involves fish sharply stopping
in response to neighbors within two body lengths, while changing
their direction to face toward them.

While fish orientated to face their neighbor’s position,
alignment with the orientation of neighbors was less important.
Fig. 4 C and D shows a very clear difference in response to direc-
tion, 9, and less clear pattern in response to orientation, ¢ (see
also Fig. S2). There is possibly a weak effect on the change in
angle of a focal fish, whereby when 9 is approximately equal
to ¢ + &, the focal fish produces a stronger turning response
toward the neighbor. This would correspond to a fish responding
more strongly when neighbors are traveling directly away from
(or toward) it.

If fish do not systematically align with their neighbors’ orienta-
tion, how do groups show strong polarization? One explanation
is that fish are attracted more strongly to neighbors in front of
them than those behind, producing an asymmetry of leading and
following that promotes group alignment (23). Fig. 3 provides
empirical support for such leading and following behavior. A
fish’s direction is maximally correlated with the direction of a
fish in front of it after a 1 s time lag, suggesting that the fish be-
hind follows the fish in front, thereby coming into alignment with
this neighbor.

The accelerations and turning angles of the fish were also
affected by the walls of the tank and the immediate previous
behavior of the fish. For example, fish tended to be positioned
parallel to and about 5 cm from the wall of the tank (Fig. S34).
Moreover, fish generally maintained a cruise speed of 6.9 cms™!
(Fig. 2D). The influence from these factors cannot be immedi-
ately separated from the social interactions we have observed
thus far. By assuming that the effect of the fish’s past behavior,
its interactions with the environmental topography (walls and
obstacles), and its social interactions with neighbors are additive,
we can estimate each by fitting an additive mixture of response
functions. Specifically we model the turning angle and the accel-
eration of the fish as a sum of five components (see Eq. 1,
Materials and Methods). First, a linear auto-regression component
mapping past turning angles and accelerations to their current
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Fig. 2.

(A) Acceleration of the focal fish vs. distance (r) and position (9) of the neighbors. (In these plots, the focal fish is located at the origin and faces to the

right.) (B) Acceleration of the focal fish vs. distance of the neighbors. Positive or negative x-axis values indicate the neighbor was respectively in front of or
behind the focal fish. (C) Same plot as in B, but each curve corresponds to a different speed of the focal fish immediately before the acceleration response. (D)
Average acceleration of the focal fish vs. own current speed. (E) Average turning angle of the focal fish as a function of distance and position of all neighbors.
Negative values indicate a right turn, positive values indicate a left turn. (F) Average turning angle as a function of the position of the neighbor (9). Data are
calculated using the position of all neighbors; error bars (often smaller than symbol size) represent standard errors.
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Fig. 3. (Top) Directional correlation delay vs. distance (r) and position (9) of
the nearest neighbor. In order to avoid spurious correlations introduced by
the experimental setup, the analysis is limited to video frames in which the
focal fish is far from the corners of the basin (>15 cm). (Bottom) Directional
correlation delay vs. distance of the nearest neighbor. Positive or negative
x-axis values indicate the neighbor was respectively in front or behind the

focal fish.
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values. This allows us to account for the extended period of time a
fish takes to complete its turning or acceleration movements. Sec-
ond, a nonlinear function of the focal fish’s distance d and angle y
to the nearest wall. The third, fourth, and fifth components are
functions of the relative position of the first, second, and third
nearest neighbors, respectively, specified by the distance r; and
angle 9; to neighbor i. These nonlinear components are fitted
using artificial neural networks (see Materials and Methods).
Maximum-likelihood methods are then used to train the sum of
these components. Fig. 24 suggests that the acceleration re-
sponse to neighbors is symmetric about the axis of the focal fish.
Similarly, the turning response should be antisymmetric about
the same axis (Fig. 2E). Given these observations, we assume
both of these symmetries in our fitting.

The model fitting confirms all our earlier observations and also
provides more detail about the components of the interactions. A
fish’s acceleration was principally controlled by the position of
the wall (Fig. 54) and its nearest neighbor (Fig. 5B). The focal
fish tended to accelerate when moving perpendicular and away
from the wall (y = —z/2). The walls had otherwise only weak
effects on the fish’s acceleration (Fig. 54) and turning (Fig. 5E).
The acceleration toward the nearest neighbor was strongest when
it was between 10 and 20 cm and directly in front of the focal
fish (Fig. 5B). Deceleration in response to a neighbor behind the
focal fish was also present but was weaker than the acceleration
response (Fig. 5B). There was also evidence of a repulsion zone
close to the focal fish. Model fitting of the turning angle of a fish
again confirmed our earlier observations; the turning response to
the wall was weak (Fig. 5E), and the focal fish turned most
strongly in response to the nearest neighbor when it was 10 cm
away and at right angles to the motion of the focal fish (Fig. 5F).
The second and third nearest neighbors had a comparatively
much weaker effect on both acceleration and turning angle
(Fig. 5 C, D, G, and H). For example, the first nearest neighbor
15 cm in front of a focal fish produces an average acceleration
five times larger than the second nearest neighbor at an equiva-
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in the acceleration response and antisymmetry in the turning. Only data from groups of four fish are used for producing this figure; see Fig. S6 for similar results

from groups of eight fish. See Materials and Methods for details of the analysis.

lent position. Additionally, the responses to the second and third
nearest neighbor show less spatial structure than those responses
to the nearest neighbor.

Discussion

With a combination of high resolution data on group movements
and function fitting, we have tested the assumptions made by
models of the collective motion of fish. We have identified some
key similarities with many model assumptions—namely, that fish
responded to the position of their neighbors through short-range
repulsion and longer-range attraction rules. These rules have
been proposed by a number of models (7, 24, 25, 26). There
are also some inconsistencies between the classical models of fish
motion and our results. For example, we do not find evidence that
fish aligned specifically with their neighbor’s orientation; a rule
adopted by some models (7, 26). Instead, it appears that group
alignment is achieved in some other way, possibly through attrac-
tion and repulsion rules and by fish following individuals in front
of themselves. Models have already shown that such interactions
can produce highly polarized groups (23, 27). However, this is
not to say that alignment rules are never adopted by this or
other species. Under simulated predation threat, it is clear that
alignment with neighbors can allow information to be transmitted
rapidly through fish schools (28). Whether fish change their
adopted rules depending on context is an intriguing possibility
that warrants further investigation.

Another difference is the importance of acceleration in re-
sponse to a neighbor’s position. Unlike many self-propelled par-
ticle models, where speed is fixed and interactions are mediated
through changes in direction (1, 6), mosquitofish actively changed
their speed in order to avoid or move toward neighbors. Other
studies on bird flocks and fish schools have also found strong
evidence that individuals’ speeds fluctuate in groups (29-31).
Clearly, therefore, it is important for future models to incorpo-

Herbert-Read et al.

rate changes and differences in speeds, which is likely to affect a
number of group level properties.

Perhaps the most surprising finding of our study is the extent
to which the single nearest neighbor dominates social interac-
tions. Previous observations on birds have identified interacting
neighbors using correlations in movement (1, 15) or anisotropy of
the position of the nearest neighbors (10). These methods have
typically identified multiple interacting neighbors. Given that we
find only one interacting neighbor using our function fitting
method, it would be interesting to see if similar results hold
for birds and other species. Indeed, if we apply a purely correla-
tional approach to our data, we find that the turning angle of
a focal fish is as correlated with its second and third neighbors
as it is with its first, suggesting multiple interacting neighbors
(Fig. S4). These correlations likely arise through multiple inter-
actions between the fish over time and do not necessarily reflect
their immediate rules of motion.

Previous experiments on mosquitofish have shown that infor-
mation about the position of predators can be transmitted rapidly
between group members (32). A question remains as to whether
these nearest neighbor interactions are sufficient to explain these
observations or if the fish change their interactions in risky situa-
tions. Early models of collective motion suggested that interac-
tions with more than one neighbor are required for collective
motion (33). More recent models have shown that single neigh-
bor interactions can produce complex schooling patterns (5).
Further modeling work is required to understand the group-level
outcome of the rules we have identified. Mosquitofish form
relatively small shoals in freshwater, unlike the larger pelagic
shoals formed by some marine species, so we would expect mod-
els based on the rules we have identified to produce only a limited
range of collective patterns.

There is a qualitative difference between paying attention to
one neighbor or to multiple individuals. Responding to two or
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more neighbors is likely to bear significant costs in information
processing time because it requires integrating positional infor-
mation over the whole visual field (34). Integrating larger quan-
tities of information may be a strategy affordable to animals
with larger brains such as birds or mammals but less suitable to
animals such as small shoaling fish. However, we are beginning to
appreciate that even humans might rely on relatively simple rules
to effectively navigate their environment (35). A model on retinal
information processing shows that having a threshold mediated
response plus sensitivity to particular information can allow indi-
viduals to filter out unimportant information from multiple
neighbors while responding to strong directed motion of others
(36). Such a mechanism is indeed compatible with our findings
and may explain how individuals can disregard information from
multiple neighbors.

Future studies should attempt to identify the interaction
rules between individuals in a comparative way across species.
Under different selection pressures different interaction rules are
likely to be selectively advantageous (2, 37, 38). Our aim should
be to compare the interaction rules adopted by different species,
classify the group-level properties generated by these rules, and
discuss these in the light of evolution and phylogenetic consid-
erations. If the rules adopted by individuals are similar across
distantly related species, then this will show their effectiveness in
driving coordinated group movement under different evolution-
ary pressures. On the other hand, universality in the patterns
generated by groups may mean that each species has a very dis-
tinct set of rules, each leading to the same set of global patterns
(1). Our current study shows us that a detailed analysis of animal
interactions of a particular species can provide a different picture
of collective motion than we imagine when we concentrate solely
on building models.

Materials and Methods

Female mosquitofish (Gambusia holbrooki) were collected from Lake
Northam (33°53'07, 15°11'35), Sydney, Australia. Fish were kept in 50 L aqua-
ria on a 12:12 hour, dark:light photo period and were fed flake food ad
libitum. An experimental arena (730 x 730 x 150 mm; see Movie S1) made
of 10-mm acrylic was filled to a depth of 70 mm with dechlorinated water
and two liters of water taken from a housing tank containing over 50 mos-
quitofish. This was done to keep the amount of chemical cues between trials
constant. Two circular sandstone cores were placed 240 mm in from two of
the arenas corners to add structural complexity to the arena. A frame with an
opaque black plastic curtain visually isolated the arena in order to prevent
external disturbances to the fish. The arena was lit by fluorescent lights.
In one corner of the arena was a transparent and perforated door, which
could be remotely lifted with a poly-nylon cord. Fish were held in this holding
corner (behind the door) prior to the start of trials. For each trial we placed a
group of 2, 4, or 8 individuals in the holding corner for 5 min in order to
acclimate the fish to the arena. Following this period, we raised the door,
allowing the fish to enter the arena. A webcam (Logitech Pro 9000) placed
directly over the arena recorded the movements of the fish for 5 min (at 15
frames per second). Twelve replicates of each group size were done.

Data Collection. Videos were converted from .wmv to .avi format using RAD
Video Tools (v 1.9n), uncompressed using VirtualDub (v 1.9.2), and imported
to an automated tracking software program, CTrax (v 0.1). This program
automatically tracked the position of each fish in each trial, at every frame
in the 5-min video, giving 4,500 x and y coordinates of each fish in each video.
Data were subsequently imported into MATLAB®, and any errors that the
tracking software had made were manually corrected using the associated
MATLAB® FixErrors GUI. For a full description of the tracking-software see
ref. 39. The x and y coordinates in pixels were converted into cm using a con-
version ratio determined by measuring the distance (in pixels) between two
corners of the tank (1,032 mm). Coordinates were smoothed using a Savitzky
& Sgolay smoothing filter with span 7 frames (approximately 1/2 second) to
remove any small spurious changes in position.

1. Vicsek T, Zafiris A (2010) Collective motion. arXiv:1010.5017.

2. Sumpter DJT (2010) Collective Animal Behavior (Princeton Univ Press, Princeton).

3. Cavagna A, et al. (2008) The starflag handbook on collective animal behaviour: 1.
Empirical methods. Anim Behav 76:217-236.
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Data Analysis. In turn, each fish in the shoal is selected as the “focal fish.” At
each frame t we measure its instantaneous speed

s(t) = \/(x(t) —x(t= 1))+ () —y(e = 1))/,

where x(t) and y(t) are the x and y coordinates of the focal fish at time t and
dt is the length of the time interval (dt = 1/fps). The direction of movement
of the focal fish is

w(t) = atan2(y(t) —y(t — 1),x(t) —x(t = 1)),

with respect to the positive x axis. The position and direction of movement
of all the other fish in the shoal and the position of the corners and walls of
the basin are then expressed in the reference system provided by the focal
fish coordinates and direction of movement (Fig. 1). Two parameters char-
acterize the response of the focal fish to the conspecifics and to the environ-
ment: Its tangential acceleration

alt) = (s(0) = st = 1)) /dt

and its speed of direction change

alt +1) = (p(0) =yt = 1)) /dr,

where care is taken to compute the correct angular difference,
w(t) —w(t—1), with regard to the periodicity of y(t). We compiled the data
from all group sizes together (unless otherwise stated). Analysis revealed no
qualitative differences in acceleration or turning angle between group sizes
(see Fig. S5).

Function Fitting. Data from the groups of four or eight fish were analyzed
separately in this analysis. We assume an additive model that gives the re-
sponse, a;, of the focal fish, as a sum of functions of the past responses,
the position relative to the nearest wall and the positions of each of the
nearest three neighbors,

3
o = Fyp(oy_y.oo_s) + Fy(dyy) + ZFNi(riﬁi) +e, [1]

i=1

where Fag is a auto-regressive linear sum of the past five responses, F, is
a nonlinear function of the position of the focal fish relative to the
nearest wall, and Fy; is a nonlinear function of the position of the ith nearest
neighbor, relative to the focal fish. The stochastic variable ¢ represents
Gaussian noise and allows for the intrinsic variability of the response.

Auto-regression was based on five previous time steps, equivalent to
one third of a second. Fitting was performed by standard least-squares linear
regression. The NETLAB (40) toolbox for MATLAB® was used to construct and
optimize artificial neural networks for fitting general nonlinear functions.
Each network was initialized with the appropriate input and output data,
a hidden layer of 20 nodes, and a linear output function. The maximum-
likelihood weights for the network were estimated via the back-propagation
algorithm. An expectation-maximization (41) algorithm was used to itera-
tively fit each function (see S/ Text).

Note. While preparing our manuscript we became aware of the excellent
work of Katz et al., which addresses similar questions on a different fish
species (42).
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Iterative Expectation-Maximization Algorithm for Function Fitting.
The first three components of the additive model specified by
Eq. 1 (auto-regression, the wall effects, and the first neighbor)
were optimized together using expectation-maximization. This
involves iteratively fitting one function, assuming the current
values of the other two are correct. Let F/,, be the jth iteration
of the auto-regression function, and similarly for Fy, and Fy;,
then, with the original response data, «;:

» Initialize each function to a random state, the zeroth iteration.

* Fit Fl to the adjusted dataset a,-F%,-FY,.

* Fit F}, to the adjusted dataset a,-F%,-Fz.

* Fit F}, to the adjusted dataset a,-F'p-F};.

* Repeat the cycle to generate iteration 2. Continue iterations
until the overall fit at the end of the iteration no longer im-
proves beyond a fixed threshold.

After the first three components have been fitted the functions
associated with the positions of the second and third neighbors
are then fitted sequentially to the remaining residual.

* Fit FNZ to the adjusted dataset a,-FAR-FW-FNl.
» Fit Fy; to the adjusted dataset a,-F 4z-Fy-Fn1-Fyo-

This ordering prioritizes the first neighbor interaction and
represents the prior belief that the fish must interact with the
first neighbor if it interacts with the second and must interact with
the second if it interacts with the third.

Stability of Fitting Algorithm. Because the expectation-maximiza-
tion algorithm converges to a local maxima of the likelihood,
equivalent to a local minima of the square error, we run the algo-
rithm repeatedly from many random initial starting conditions.
Many of these local maxima correspond to solutions with very
weak interactions with no clear pattern. However, those closest
in likelihood and square error to the global maximum resemble
the pattern of interaction shown in this paper, particularly the
range of interaction and the weak or absent interaction with
the second and third neighbors. Randomly removing 10% of
the complete dataset before running the algorithm has negligible
effect on the optimal solution, which suggests that the results are
not due to a small subset of the data.

x10°

o

number of observations
N

o
3

0 5 10 15 20
distance to nearest neighbour r (cm)

Fig. S1.

Additional Descriptive Statistics. Fig. S1 reports the histograms of
the distance d, position 9, and orientation ¢ at which the nearest
neighbor was found with respect to the focal fish. The fish stay
relatively close and well aligned to each other and form elongated
schools, with most neighbors being in front or behind the focal
fish. In spite of the constraints imposed by the experimental setup
(which means fish change direction often), the groups remained
well polarized, with polarization values (measured as in ref. 38 ,
equation 1) of 0.84 +0.26, 0.71 £ 0.26, and 0.63 &+ 0.25 (mean+
SD) for groups of two, four, and eight fish, respectively.

Most of the time, the fish are aligned with the closest border
of the basin (Fig. S34), though their turning response to the wall
(Fig. S3B) is weak and mostly limited to avoiding collisions. (No-
tice that avoiding collision with a neighbor does not necessarily
require a turning response—and indeed we did not find evidence
for a repulsion zone in the turning response—because when one
of the two fish slows down, the other can move away from the
collision zone; on the contrary, avoiding collision with static ob-
jects, such as a wall, always requires a turning response.) The fish
show an acceleration response to the walls, which consists in
speeding up when moving away from the closest wall and slowing
down when approaching the wall.

Correlation Analysis of the Effects of Multiple Neighbors. Fig. S4
shows the response in acceleration and turning angle of a focal
fish to its neighbors, analyzed sequentially per nearest neighbor.
It appears that the focal fish is responding to all of its neighbors as
its acceleration and turning responses show qualitative similari-
ties between neighbor profiles. As our function fitting shows,
however, only the nearest neighbor is necessary in predicting
the direction changes of the focal fish (Fig. 5 and Fig. S6).

Effects of Group Size. Fig. S5 shows the acceleration and turning
angle of a focal fish as a function of the position of its neighbors.
As shown, the three group sizes produce qualitatively similar pat-
terns. As shown, standard error increases in the smaller group
sizes, probably due to less replication (fewer neighbors) in the
smaller group sizes. The amplitude, in both acceleration and
turning angle, decreases as group size increases. This is probably
due to an effect of averaging multiple interactions in the larger
group sizes.

¢ = ©/2150000
/3

Descriptive statistics of fish position in relation to other fish. (A) Distribution of distances r to the nearest neighbor. (B) Distribution of positions of the

nearest neighbor. (C) Distribution of relative orientations of the nearest neighbor.
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Fig. S2. Average turning angle as a function of the orientation of the neighbor ¢. Open symbols: The neighbor is on the left of the focal fish (3 > 0). Full
symbols: The neighbor is on the right of the focal fish (9 < 0).
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Fig. S3. Descriptive statistics of fish position in relation to the wall. (A) Distance d and orientation y of the focal fish with respect to the closest wall of the
basin. The colors in the map match the number of observations of a fish in the range of d and y given by the axes. The higher number of observations for values
of y around zero than around +z indicates a tendency of fish to swim clockwise (i.e., with the wall of the basin on their left). (B) Average turning angle as a
function of the distance to the wall. Negative (positive) x axis values indicate that the wall was on the right (left) side of the focal fish. (C) Average acceleration
as a function of the orientation with respect to the closest wall. The analyses are limited to fish far from the corner of the basin (>15 c¢m). Error bars represent
standard errors.
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Fig. S4. Average acceleration (top row) and turning angle (bottom plots) of the focal fish vs. distance (r) or position (9) of the first, second, and third nearest
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Effect of different group sizes. Average acceleration (top row) and turning angle (bottom plots) of the focal fish vs. position (9) of neighbors in groups

Effect of the wall, first, second, and third nearest neighbor on the acceleration (A-D) and turning angle (E-H) of the focal fish. The color scale indicates

the size of the acceleration or turning response as a function of the relevant environmental or social variables. Each panel shows the predicted component of
the acceleration or turning angle as a function of the variables indicating the positions of the wall and the nearest neighbors. The total predicted response,
either acceleration or turning angle, is the addition of all four of these components. Each panel is plotted as a semicircular arc as we assume left-right symmetry
in the acceleration response and antisymmetry in the turning. Only data from groups of eight fish are used for producing this figure. See Materials and

Methods for details of the analysis.
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Movie S1. A small portion of video from one of the trials with eight fish, showing the experimental arena and tracking of individuals.
Movie S1 (AVI)
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