Computational modelling of hydrogen assisted fracture in polycrystalline materials
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HIGHLIGHTS

- A microstructurally-sensitive model for hydrogen assisted fracture is presented.
- A new formulation is presented, combining phase field and cohesive zone modelling.
- The transition from ductile transgranular cracking to brittle intergranular fracture is captured.
- Good qualitative and quantitative agreement is attained with experiments on Ni and Ni-based alloys.
- New insight is gained into early sub-critical cracking and H embrittlement mechanisms.
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ABSTRACT

We present a combined phase field and cohesive zone formulation for hydrogen embrittlement that resolves the polycrystalline microstructure of metals. Unlike previous studies, our deformation-diffusion-fracture modelling framework accounts for hydrogen-microstructure interactions and explicitly captures the interplay between bulk (transgranular) fracture and intergranular fracture, with the latter being facilitated by hydrogen through mechanisms such as grain boundary decohesion. We demonstrate the potential of the theoretical and computational formulation presented by simulating inter- and transgranular cracking in relevant case studies. Firstly, verification calculations are conducted to show how the framework predicts the expected qualitative trends. Secondly, the model is used to simulate recent experiments on pure Ni and a Ni–Cu superalloy that have attracted particular interest. We show that the model is able to provide a good quantitative agreement with testing data and yields a mechanistic rationale for the experimental observations.

© 2022 The Author(s). Published by Elsevier Ltd on behalf of Hydrogen Energy Publications LLC. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Introduction

Hydrogen is at the core of the most promising solutions to our energy crisis. Hydrogen isotopes fuel the nuclear fusion reaction, the most efficient potentially useable energy process. Moreover, hydrogen is widely seen as the energy carrier of the future and the most versatile means of energy storage. It can be produced via electrolysis from renewable sources, such as wind or solar power, and stored to be used as a fuel or as a raw material in the chemical industry. Hampering these opportunities, hydrogen is known for causing catastrophic failures in metallic structures. Through a phenomenon often termed hydrogen embrittlement, metals exposed to hydrogen containing environments experience a significant reduction in ductility, fracture toughness and fatigue resistance [1–3]. In the presence of hydrogen, otherwise ductile metals fail in a brittle manner, with cracking often nucleating and propagating along grain boundaries [4,5]. This ductile-to-brittle shift of metallic alloys in hydrogenic environments is arguably one of the biggest threats to the deployment of a hydrogen energy infrastructure.

There is a vast literature devoted to shed light into the physical mechanisms behind hydrogen embrittlement [6–11], and to develop mechanistic predictive models that can prevent failures and map safe regimes of operation [12–16]. The vast majority of the computational models developed for predicting hydrogen assisted cracking fall into two categories: (i) discrete methods, such as cohesive zone models [17–20], and (ii) diffuse approaches, such as phase field or other non-local damage models [21–26]. Cohesive zone models and other discrete methodologies are suitable to describe the nucleation and propagation of sharp cracks through a predefined path. Phase field fracture methods have additional modelling capabilities and can also deliver predictions when the crack trajectory is unknown, when failure is triggered by defects of arbitrary shape, and when the fracture process is complex (e.g., involving the interaction between multiple defects). Both kinds of models can be readily coupled with the hydrogen transport equation and have been successful in qualitatively capturing the main experimental trends, such as the sensitivity to loading rate, hydrogen concentration, and material strength. However, these modelling studies treat materials as isotropic continuum solids, without resolving the underlying microstructure. A number of microstructurally-sensitive works have been recently carried out (see, e.g. Refs. [27–33], and Refs. therein), but these are limited to capture the interplay between diffusion and deformation, and do not explicitly simulate fracture. The micromechanical fracture of polycrystalline materials in hydrogen-containing environments has been simulated in the works of Rimoli and Ortiz [34], Benedetti et al. [35], and De Francisco et al. [36]. In these works, a cohesive zone formulation was used to predict the failure of grain boundaries, neglecting transgranular cracks.

In this work, we present a new microstructurally-sensitive computational framework for predicting hydrogen assisted fractures. For the first time, the model combines a phase field description of bulk fracture with a cohesive zone model for intergranular cracking. This enables capturing both ductile transgranular fracture and brittle intergranular fracture, and the transition from one to the other. The mechanical and hydrogen transport problems are strongly coupled, with the hydrostatic stress driving hydrogen transport and the hydrogen content reducing the grain boundary strength. The fracture of polycrystalline solids is simulated, with the bulk deformation response being characterised by von Mises plasticity theory. Numerical experiments are conducted to gain insight into the mechanisms of hydrogen-assisted grain boundary decohesion. Focus is on Ni and Ni superalloys, where hydrogen assisted failures are known to be governed by grain boundary decohesion [4,37]. Among other case studies, the model is used to provide a mechanistic rationale to two recent sets of experiments on Monel K-500 [38] and pure Ni [4] that have attracted particular interest in the hydrogen embrittlement community.

Modelling framework

Fundamentals

Our model deals with an arbitrary body $\Omega \subset \mathbb{R}^m$ with a delimiting external surface $\partial \Omega \subset \mathbb{R}^{m-1}$ of outward normal $\mathbf{n}$. The body $\Omega$ contains a discrete internal discontinuity $\Gamma$ associated with fracture events in the bulk, and also pre-existing interfaces, arranged in the set $\Gamma_u$. Through exposure to a hydrogen containing environment, hydrogen ingress takes place and thus hydrogen atoms can diffuse through the body, driven by gradients of chemical potential. As detailed in the forthcoming subsections, this leads to a three-field boundary value problem, where the displacement field, the fracture status, and the hydrogen concentration are the primal kinematic variables.

We build our framework upon the assumption of small strains. The vector $x$ is used to denote the position of an arbitrary point in the global Cartesian system. From a mechanical perspective, the delimiting surface of the body is decomposed into two regions, one where the displacements $u$ are prescribed through Dirichlet-type boundary conditions (BCs), $\partial \Omega_u$, and one where tractions $t$ are prescribed via Neumann-type BC, such that $\partial \Omega = \partial \Omega_u \cup \partial \Omega_n$. The deformation process is characterized by the small deformation tensor $\mathbf{e}(x)$, which is defined as the symmetric part of the displacement gradient: $\mathbf{e}(x) = \nabla u(x)$. Bulk fracture phenomena is here captured using the phase field fracture method [39,40]. Hence, crack discontinuities are regularised within a diffuse region, whose thickness is characterised by a phase field length scale $\xi$, and the evolution of the crack-solid interface is described by an auxiliary phase field variable $\phi$. Regarding hydrogen transport, the external body surface is divided into two parts: the region $\partial \Omega_h$, where the hydrogen flux $J$ can be prescribed through a Neumann-type BC, and the region $\partial \Omega_k$, where the hydrogen concentration $C$ can be prescribed using a Dirichlet BC.

In addition to bulk fracture, our microstructurally-sensitive formulation employs a cohesive zone model to describe the failure of grain boundaries. As shown in Fig. 1, we explicitly model the polycrystalline microstructure of metals and predict intergranular and transgranular cracking events. The phase field fracture method is used to describe
transgranular cracks, which are associated with a ductile fracture process, while a cohesive zone model is employed to predict the decohesion of grain boundaries. Since the latter correspond to a brittle failure and are triggered by the presence of hydrogen, the interfacial fracture energy \( g_c \) is defined as a function of the hydrogen concentration \( C \). Conversely, the bulk material toughness \( G_c \) is considered to be a hydrogen-insensitive constant that characterises the resistance of the material to undergo microvoid cracking. Accordingly, for a solid with strain energy density \( j(e, \varepsilon) \), the internal functional of the mechanical system comprises the bulk \( \Pi_{\text{int}}^{(b)} \) and interfacial \( \Pi_{\text{int}}^{(i)} \) contributions, reading

\[
\Pi_{\text{int}}(\mathbf{u}, \phi, C) = \int_{\Omega} \psi(\varepsilon, \phi) \, dV + \int_{\Gamma_1} G_c \, d\Gamma + \int_{\Gamma} \gamma_c(C) \, d\Gamma \quad (1)
\]

In the subsequent subsections we proceed to describe each of the features and the constitutive choices of our micro-mechanical model.

**Chemo-elastoplasticity**

The deformation and diffusion problems are intrinsically coupled as hydrogen transport within the crystal lattice is driven by gradients of concentration and hydrostatic stress. We focus our attention on the transport of diffusible hydrogen and consider the influence of traps in the cracking process by using the Langmuir-Mclean isotherm to estimate the hydrogen coverage at grain boundaries. The role of microstructural traps upon slowing down diffusion can also be taken into account through an appropriate choice of the (apparent) diffusion coefficient \( D \). Mass conservation requirements relate the rate of change of the hydrogen concentration \( C \) to the hydrogen flux through the external surface,

\[
\int_{\partial V} \frac{dC}{dt} dV + \int_{\partial V} J \cdot n dS = 0 \quad (2)
\]

The strong form of the balance equation can be readily obtained by making use of the divergence theorem and noting that the expression must hold for any arbitrary volume,

\[
\frac{dC}{dt} + \nabla \cdot J = 0 \quad (3)
\]

For an arbitrary, suitably continuous, scalar field, \( \delta_C \), the variational statement (3) reads,

\[
\int_{\Omega} \delta_C \left( \frac{dC}{dt} + \nabla \cdot J \right) dV = 0 \quad (4)
\]

Rearranging, and making use of the divergence theorem, the weak form renders,

\[
\int_{\Omega} \left[ \delta C \frac{dC}{dt} - J \cdot \nabla C \right] dV + \int_{\partial \Omega} \delta C n dS = 0 \quad (5)
\]

where \( q = J \cdot n \) is the concentration flux exiting the body across \( \partial \Omega_q \). The diffusion is driven by the gradient of the chemical

---

**Fig. 1** – Sketch summarising the modelling framework: the polycrystalline microstructure of metals exposed to hydrogen is explicitly simulated, with the phase field method being employed to describe the growth of ductile transgranular cracks while hydrogen-assisted grain boundary decohesion is captured by means of a cohesive zone model. Some of the key variables of the model are shown; namely, the phase field order parameter \( \phi \), the phase field length scale \( \varepsilon \) (governing the size of the interface region), the hydrogen coverage \( \theta_H \), and the cohesive tractions \( (\sigma, \tau) \) and separations \( (\delta_n, \delta_t) \).
potential $\nabla \mu$, with the chemical potential of hydrogen in lattice sites being given by,

$$\mu = \mu^0 + RT \ln \frac{\theta_i}{1 - \theta_i} - V_H \sigma_H$$  \hfill (6)

Here, $\theta_i$ is the occupancy of lattice sites, which is related to the concentration $C$ and number of sites $N$ as $\theta_i = C/N$. Also, $\mu^0$ denotes the chemical potential in the standard case, and $\sigma_H$ is the hydrostatic stress. The last term of (6) corresponds to the so-called stress-dependent part of the chemical potential $\mu_r$, with $V_H$ being the partial molar volume of hydrogen in solid solution. The mass flux follows a linear dependence on $\mu$ by adopting the assumptions of low occupancy ($\theta_i \ll 1$) and constant interstitial sites concentration ($\nabla N = 0$) (see, e.g., Refs. [41,42]), such that

$$J = \frac{DC}{RT} \nabla \mu = -D \nabla C + D \frac{C}{RT} CV \mu \nabla \sigma_H$$  \hfill (7)

where $T$ is the absolute temperature and $R$ is the ideal gas constant. Accordingly, the hydrogen transport equation becomes

$$\int_{\Omega} \left[ \frac{1}{V} \left( \frac{DC}{RT} \right) + CV \nabla C - \nabla \sigma \left( \frac{V_H C}{RT} \nabla \sigma_H \right) \right] dV = -\frac{1}{\alpha_h} \int_{\alpha_h} \partial Q dS$$  \hfill (8)

As evident from (6)-(8), the presence of hydrostatic stresses (or volumetric strains) brings a reduction in chemical potential and an increase in hydrogen solubility. Thus, an appropriate description of the stress state in the solid is needed to quantitatively estimate the hydrogen distribution. Here, we choose to describe the deformation of the solid using conventional von Mises plasticity. Accordingly, the total strain energy density of the solid is given by the sum of the elastic and plastic parts,

$$\psi = \psi^e(\epsilon^e) + \psi^p(\epsilon^p) = \frac{1}{2} \lambda [\text{tr}(\epsilon^e)^2] + \mu \text{tr}[\epsilon^e]^2 + \int_0^1 \sigma : \epsilon^p \text{d}t.$$  \hfill (9)

where $\lambda$ is the first Lame parameter and $\mu$ is the shear modulus. Also, the Cauchy stress tensor is given by $\sigma$, and $\epsilon^e$ and $\epsilon^p$ respectively denote the elastic and plastic strain tensors. Isotropic power law hardening behaviour is assumed by adopting the following hardening law:

$$\sigma_f = \sigma_s \left( 1 + \frac{E \epsilon^p}{\sigma_f} \right)^{1/n}$$  \hfill (10)

where $\sigma_f$ and $\sigma_s$ are the current and initial yield stresses, $E$ is Young’s modulus, $\epsilon^p$ is the accumulated equivalent plastic strain and $n$ is the strain hardening exponent. One should note that, for simplicity, we have chosen to neglect the role of plastic strain gradients; however, large plastic strain gradients arise in the vicinity of cracks and other stress concentrators and lead to large crack tip tensile stresses and hydrogen concentrations [43,44]. The extension of the present framework to account for the role of plastic strain gradients and geometrically necessary dislocations (GNDs) will be addressed in future work.

A phase field description of transgranular fractures

The phase field fracture method is used to regularise the internal discontinuity $\Gamma$, representing the nucleation and growth of transgranular (ductile) cracks. An auxiliary phase field variable $\phi(x)$ is used to describe the evolution of the solid-crack interface, taking the value of $\phi = 0$ for the pristine state and of $\phi = 1$ for the fully damaged state. Phase field fracture methods have gained remarkable popularity in recent years and have been successfully used to predict cracking in a wide range of materials and applications, including functionally graded solids [45,46], shape memory alloys [47,48], and fibre-reinforced composites [49,50]. The evolution of the phase field equation is dictated by the energy balance associated with the thermodynamics of fracture, as first presented by Griffith [51] and later extended to elastic-plastic solids by Orowan [52]. Thus, under prescribed displacements, the variation of the total energy $\Pi$ due to an incremental increase of the crack area $dA$ is given by,

$$d\Pi = d\psi + dW_c = 0$$  \hfill (11)

where $W_c$ is the work required to create two new surfaces and $\psi = \psi(\phi)$ is the strain stored energy. The last term in Eq. (11) denotes the material toughness $G_c = dW_c/dA$, which can be as low as some tens of J/m² for brittle solids or as high as thousands of kJ/m² for ductile metals where plastic dissipation enhances fracture resistance. The energy balance of Eq. (11) can be cast in a variational form as [53]:

$$\Pi = \int_{\Omega} \psi(\phi) dV + \int_{\Gamma} G_c d\Gamma$$  \hfill (12)

The energy balance is now global and fracture phenomena can be predicted by minimizing the total energy $\Pi$. However, minimization of Eq. (12) is hindered by the unknown nature of the discontinuous crack surface $\Gamma$. The phase field regularization can then be exploited to smear this sharp interface into a diffuse region, whose thickness is governed by a phase field variable

$\phi = \phi(x)$, which can be as

$$\Pi_e = \int_{\Omega} g(\phi)\psi_0(\phi) dV + \int_{\Gamma} G_c\phi d\Gamma$$  \hfill (13)

where $\gamma(\phi, \nabla \phi)$ is the so-called crack density functional and $g(\phi)$ is the degradation function. We choose to adopt the standard or $\Delta T^2$ phase field formulation [39], and accordingly make the following constitutive choices,

$$g(\phi) = (1 - \phi^2)^2 + \kappa,$$  \hfill (14)

$$\gamma(\phi, \nabla \phi) = \frac{1}{2} \phi^2 + \kappa \phi^2,$$  \hfill (15)

where $\kappa$ is a small numerical parameter to retain residual stiffness when $\phi = 1$, so as to avoid an ill-conditioned system of equations. Noting that $\sigma = \partial_\phi \psi$, the strong form of the coupled deformation-fracture problem can be readily obtained by inserting (14)-(15) into (13), taking the variation with respect to $u$ and $\phi$, and applying Gauss theorem.
However, such a formulation would predict cracking also under compressive stress states. Hence, we adopt the so-called volumetric-deviatoric split [54] to decompose the elastic strain energy density into a tensile part,

$$
\psi_s'(e^t) = \frac{K}{2}(\text{tr}(e^t))^2 + \mu\left((e^t)^T : (e^t)\right)
$$

(16)

and a compressive part,

$$
\psi_s'(e^c) = \frac{K}{2}(\text{tr}(e^c))^2
$$

(17)

Here, \( K \) is the bulk modulus, \( \text{tr}(\bullet) \) is the trace operator, \( (\bullet)^T : (\bullet) = (\bullet + \bullet^T)/2 \) and \( (e^t)' = e^t - \text{tr}(e^t)/3 \). Furthermore, a history field \( H \) is defined to enforce damage irreversibility. Among the various choices available (see, e.g., Refs. [55,56]), we choose to assume that fracture is driven by the energy stored in the system, in consistency with the energy balance above [40]; accordingly: \( H = \max_{e^t \in [0,1]} \psi_s'(e^t, t) \). The local governing equations then read,

$$
\nabla \cdot \left[ (1 - \phi) \sigma_0 + \epsilon \sigma_0 \right] = 0 \quad \text{in } \Omega
$$

(18)

$$
G_t \left( \frac{1}{\gamma} \phi - (\nabla^2 \phi) \right) - 2(1 - \phi)H = 0 \quad \text{in } \Omega
$$

(19)

where \( \sigma_0 \) is the undamaged Cauchy stress tensor. As can be inferred by inspecting (18)–(19), a so-called hybrid approach is used, where the strain energy split is considered only in the phase field evolution equation [57].

**Hydrogen-sensitive interface formulation for grain boundaries**

In this modelling framework, the polycrystalline nature of the material is resolved and the decohesion of grain boundaries is explicitly captured by means of a cohesive zone model. Specifically, a traction-separation law is adopted that assumes a tension cut-off relation [58]. This interface formulation assumes a linear and reversible (elastic) evolution until the critical traction is reached. The damage criterion relates the normal \( t_n \) and tangential \( t_t \) tractions with their critical counterparts as follows,

$$
\left( \frac{t_n}{t_n} \right)^2 + \left( \frac{t_t}{t_t} \right)^2 = 1
$$

(20)

Accordingly, a critical normal \( b_n \) and shear \( b_t \) separations can be defined, which leads to the following definitions of fracture energy for Mode I and Mode II fractures

$$
\gamma_{IC} = \frac{1}{2} b_n b_n, \quad \gamma_{IIc} = \frac{1}{2} b_t b_t
$$

(21)

As sketched in Fig. 1, the role of hydrogen in weakening the grain boundaries is accounted for by degrading the interface fracture energy. Thus, the focus here is on materials that exhibit hydrogen assisted intergranular fracture, such as Ni and Ni alloys [4]. Atomistic calculations have shown a linear relationship between the surface (or fracture) energy and the hydrogen coverage (see, e.g., Refs. [59,60]). Accordingly, and following Martínez-Pañeda et al. [21], we define the following relationship between the fracture energy and the hydrogen coverage \( \theta_h \),

$$
\gamma_r(\theta_h) = \gamma_c(1 - \chi \theta_h)
$$

(22)

where \( \gamma_{c,0} \) is the fracture energy in the absence of hydrogen and \( \chi \) is the so-called hydrogen damage coefficient [21]. The same expression is employed for \( \gamma_{IC} \) and \( \gamma_{IIc} \). Finally, the hydrogen coverage is estimated from the hydrogen concentration by means of the Langmuir-McLean isotherm:

$$
\theta_h = \frac{C}{C + \exp\left(\frac{-\Delta g^0}{RT}\right)}
$$

(23)

where \( \Delta g^0 \) is the Gibbs free energy difference between the interface and the surrounding material, also referred to as the segregation energy. Unless indicated otherwise, a value of \( \Delta g^0 = 30kJ/mol \) is here employed, based on the spectrum of experimental data available for the trapping energy at grain boundaries [17,21].

**Numerical implementation**

The theoretical model presented in the previous subsections inside the Section Modelling framework is numerically implemented by means of the finite element method. Specifically, the model is implemented in the commercial finite element package ABAQUS/Standard via a user element (UEL) subroutine. In addition, the Abaqus2Matlab software [61] is used to generate the input files and the MATLAB supplementary codes given in Ref. [62] are used to generate the microstructure. Fig. 2 provides a flowchart of the steps followed in the definition and analysis of the microstructure sensitive boundary value problems investigated. Specifically, the microstructure is generated by using a Voronoi-based tessellation algorithm, programmed in MATLAB [62], and this step is followed by the introduction of the resulting microstructure into the ABAQUS input file using a Python script. The coupled deformation-diffusion-fracture system is solved in a staggered fashion, with every sub-problem being solved by means of a backward Euler solution type. Typical calculation times are of a few hours.

**Results**

The potential of the theoretical and computational framework presented in Section Modelling framework shall be demonstrated through representative case studies. First, in Section Benchmark: fracture of a 50-grain SENT plate, a benchmark example is analysed, whereby cracking is predicted in a single edged notched tension specimen containing 50 grains and exposed to various hydrogen-containing environments. Second, we simulate recent slow strain rate tests (SSRTs) on different Monel K-500 lots in Section Virtual slow strain rate testing on Monel K-500 samples, so as to assess the ability of the model in providing a quantitative agreement with experiments and shedding light into the suitability of SSRTs to measure hydrogen susceptibility. Finally, in Section Failure of pure Ni samples at ambient and...
cryogenic temperatures, the model is used to simulate, for the first time, the seminal experiments by Harris et al. [4] on pure Ni under cryogenic and ambient temperature conditions.

Benchmark: fracture of a 50-grain SENT plate

Crack nucleation and growth in a square plate microstructure of 50 grains is investigated. The plate, with dimensions given in Fig. 3a, contains a small notch and is subjected to uniaxial loading; a testing configuration often referred to as single edge notched tension (SENT) specimen. The load is applied by prescribing the vertical displacement at the upper edge, at a rate of $\dot{u}_y = 10^{-10}$ mm/s, while the vertical displacement is constrained at the bottom edge. To prevent rigid body motion, the horizontal displacement is constrained at the bottom-right corner. The sample is exposed to hydrogen on its left side, where the notch is located. No pre-charging time is considered, with both hydrogen and mechanical charging starting simultaneously. The magnitude of the environmental hydrogen concentration $C_{\text{env}}$ is varied between 0 and 0.9 ppm wt with the aim of capturing a reduced critical load with increasing hydrogen content, and a transition from ductile (bulk) fracture to intergranular cracking. The material

![Flowchart](image)

**Fig. 2** – Flowchart that summarises the methodology adopted in the numerical deformation-diffusion-fracture analysis of polycrystalline solids exposed to hydrogen.

![Image](image)

**Fig. 3** – Single edge notched tension (SENT) specimen: (a) geometry, with dimensions in mm, and (b)–(f) phase field contours as a function of the applied displacement. Results obtained for the case of $C_{\text{env}} = 0$ ppm wt, with cracking occurring in a transgranular manner due to the absence of hydrogen. The phase field contours are shown in a sequential manner, with the last snapshots occurring closely in time due to the unstable nature of the cracking process at that stage (see **Fig. 5**).
properties assumed for the bulk and the interface are given in Table 1. The sample is discretised using a total of 48,554 quadratic quadrilateral elements.

The results obtained for the case of $C_{env} = 0$ ppm wt are shown in Figs. (3b-3g), in terms of the phase field contours. In the absence of hydrogen, the crack nucleates inside of the grain, in the vicinity of the notch tip, and propagates in a transgranular manner. The damage appears to accumulate within the grain region closer to its boundary, as a stress mismatch takes place between adjacent grains due to differences between the stiffness of the bulk and that of the interface.

Contrarily, when the sample is exposed to hydrogen, cracking initiates along the grain boundaries and propagates in an intergranular manner. This is shown in Fig. 4, where the deformation and separation of the grains is shown as a function of the applied displacement for the case of $C_{env} = 0.25$ ppm wt. The crack nucleates close to the notch, where both hydrogen content and tensile stresses are large (see Fig. 4a). As the remote load increases, the crack spreads to neighboring grain boundaries (Fig. 4b-e) and eventually leads to the complete failure of the specimen (Fig. 4f). Thus, by comparing Figs. 3 and 4, one can see that the model captures the ductile (transgranular) to brittle (intergranular) transition typically observed in the presence of hydrogen. In the absence of hydrogen, the strength of the grain boundaries is sufficiently large for failure to be driven by other mechanisms, encapsulated here in the phase field fracture model. However, when there is sufficient hydrogen in the

<table>
<thead>
<tr>
<th>Table 1 – Material properties of the bulk and the interface adopted in the SENT benchmark case study.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bulk properties</strong></td>
</tr>
<tr>
<td>$E$ (GPa)</td>
</tr>
<tr>
<td>185</td>
</tr>
<tr>
<td><strong>Interface properties</strong></td>
</tr>
<tr>
<td>$k_n$, $k_t$ (MPa/mm)</td>
</tr>
<tr>
<td>$t_m$, $t_c$, $\gamma_m$, $\gamma_c$ (MPa)</td>
</tr>
<tr>
<td>$\gamma_{IC}$, $\gamma_{IIc}$ (kJ/m$^2$)</td>
</tr>
<tr>
<td>$\chi$</td>
</tr>
<tr>
<td>$2 \times 10^8$</td>
</tr>
<tr>
<td>$2.25 \times 10^8$</td>
</tr>
<tr>
<td>$1.27 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.86</td>
</tr>
</tbody>
</table>

Fig. 4 – Cracking evolution for the SENT benchmark case study as a function of the applied displacement. Results obtained for the case of $C_{env} = 0.25$ ppm wt, with cracking occurring in an intergranular manner as a result of the weakening of the grain boundaries due to the presence of hydrogen. The cracking contours are shown in a sequential manner. Since cracking occurs rapidly (see Fig. 5), all the snapshots correspond to approximately the same applied displacement.
Fig. 5 – Predicted force versus displacement curves for the 50-grain SENT benchmark. The results are presented as a function of the environmental hydrogen concentration $C_{env}$, and images are embedded to showcase the different intergranular (IG) and transgranular (TG) cracking patterns observed.

Fig. 6 – Virtual SSRT experiments on Monel K-500: (a) geometry of the specimens, with dimensions in mm, and (b) augmented view of the region ahead of the notch, showcasing the division between macroscopic and microscopic regions.
sample, the grain boundaries experience a drop in strength that leads to an early nucleation and growth of intergranular cracks.

Finally, the resulting force versus displacement curves are shown in Fig. 5. The result shows that the model not only captures the shift in cracking patterns but can also predict the progressive degradation of fracture properties with increasing hydrogen content. Furthermore, the results also showcase the robustness of the numerical model, as the entire fracture process can be captured, until the complete rupture and loss of load carrying capacity.

**Virtual slow strain rate testing on Monel K-500 samples**

Recent slow strain rate tests (SSRTs) on a Ni–Cu superalloy (Monel K-500) have revealed significant intergranular cracking depths, much larger than those expected from diffusion calculations for relevant exposure times [38]. Hence, these experiments suggest that crack initiation is likely to take place much before final failure, allowing for the hydrogen-containing solution to reach significant depths by following the crack. Early sub-critical crack growth would imply the need for a fracture analysis, compromising the suitability of the SSRT experiment and its metrics (e.g., time to failure) in assessing hydrogen embrittlement susceptibility. The micromechanical formulation presented can be used to gain complementary insight into these paradigmatic experiments and the early cracking hypothesis. Mimicking the testing conditions, notched cylindrical specimens with the dimensions shown in Fig. 6a are considered in our simulations. The samples are subjected to uniaxial loading and thus one can take advantage of axially symmetric conditions. Accordingly, the sample is discretised using axisymmetrical finite elements; a total of 64,835 quadratic elements are employed. A microscopic region is introduced near the notch, see Fig. 6b. This region spans a width of 0.5 mm and includes 280 grains, while the remaining part of the solid is modelled as an isotropic continuum without interfaces. In this way, the model can capture the two cracking modes observed in the experiments; in the absence of hydrogen, cracking occurred at the centre of the sample due to plastic instabilities, while in the presence of hydrogen, cracking took place near the notch tip and was of intergranular nature [38].

As in the experiments, the remote vertical displacement is applied at the top edge with a rate of $\dot{u}_y = 1 \times 10^{-4}$ mm/s. On the other hand, both vertical and horizontal displacements are constrained at the bottom edge. Also mimicking the experimental campaign, four Monel K-500 material heats were considered (Allvac, NRL LS, TR2 and NRL HS),

### Table 2 – Material properties for the different heats of Monel K-500 considered.

<table>
<thead>
<tr>
<th>Heat</th>
<th>$E$ (GPa)</th>
<th>$\nu$</th>
<th>$\sigma_y$ (MPa)</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allvac</td>
<td>180</td>
<td>0.3</td>
<td>794.3</td>
<td>0.058</td>
</tr>
<tr>
<td>NRL LS</td>
<td>198</td>
<td>0.3</td>
<td>715.7</td>
<td>0.054</td>
</tr>
<tr>
<td>TR2</td>
<td>202</td>
<td>0.3</td>
<td>795</td>
<td>0.055</td>
</tr>
<tr>
<td>NRL HS</td>
<td>191</td>
<td>0.3</td>
<td>910.1</td>
<td>0.050</td>
</tr>
</tbody>
</table>

### Table 3 – Diffusible $C$ (ppm wt) for each Monel K-500 heat for each applied potential $E_A$.  

<table>
<thead>
<tr>
<th>Heat</th>
<th>$E_A = -0.85 \text{ V}_{SCE}$</th>
<th>$E_A = -0.95 \text{ V}_{SCE}$</th>
<th>$E_A = -1.1 \text{ V}_{SCE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allvac</td>
<td>1.9</td>
<td>4.1</td>
<td>7.5</td>
</tr>
<tr>
<td>NRL LS</td>
<td>1.3</td>
<td>4.7</td>
<td>18.3</td>
</tr>
<tr>
<td>TR2</td>
<td>3.7</td>
<td>18.6</td>
<td>26.2</td>
</tr>
<tr>
<td>NRL HS</td>
<td>4.7</td>
<td>11.9</td>
<td>23.4</td>
</tr>
</tbody>
</table>

**Fig. 7 – Virtual SSRT experiments on Monel K-500: phase field fracture contour at the time of crack initiation. In the absence of hydrogen, cracking takes place at the centre of the sample, in agreement with experimental observations.**
with their macroscopic properties being given in Table 2. The reader is referred to Ref. [38] for a comprehensive description on the different ageing and heat treatments employed for each lot. The phase field length scale is assumed to be equal to $\ell = 0.025$ mm and the material diffusivity equals $D = 1.3 \times 10^{-8}$ mm/s [38]. The remaining fracture properties for the bulk and interface are calibrated as follows. First, $G_c$ is chosen so as to reproduce the experimental force versus time response in air. Then, the cohesive interface parameters and the hydrogen damage coefficient $\chi$ are calibrated with the experiments conducted at the most aggressive conditions (applied potential of $E_A = -1.1$ V SCE), and subsequently used to evaluate their predictive capabilities in other scenarios (different $E_A$ values).

Each Monel K-500 heat was tested in four different environments: in air (i.e., in the absence of a hydrogen-containing solution) and while being exposed to solutions with the applied potentials $E_A = -0.85$ V SCE, $E_A = -0.95$ V SCE, and $E_A = -1.1$ V SCE. The diffusible hydrogen concentration associated with each charging condition was experimentally measured and used as input in the model - a prescribed $C_{env}$ magnitude at the surface. The values measured are given in Table 3 (in ppm wt).

Fig. 8 – Virtual SSRT experiments on Monel K-500: numerical and experimental force versus time curves obtained in the absence of hydrogen for each material lot; namely, (a) Allvac, (b) NRL LS, (c) TR2 and (d) NRL HS.
Simulations are first conducted in the absence of hydrogen. As shown in Fig. 7, damage initiates at the centre of the sample for sufficiently large loads, in agreement with experimental observations. The material toughness $G_c$ for each Monel K-500 lot is chosen so as to quantitatively reproduce the macroscopic force versus time curve, with the fitted values being 18.5, 18.1, 15.4 and 16.9 kJ/m$^2$ for, respectively, Allvac, NRL LS, TR2, and NRL HS. The force versus time curves obtained for each material lot are shown in Fig. 8. A good agreement is attained with experimental observations, with only small differences being observed in the early stages due to the additional compliance brought in by the machine displacement (an extensometer was not used [38]).

The samples with a higher degree of hydrogen uptake (those charged at $E_A = -1.1$ V$_{SCE}$) exhibit an intergranular fracture pattern, as shown in Fig. 9. A crack nucleates in a grain boundary adjacent to the notch tip and subsequently propagates along neighboring grain boundaries. The force versus time curves obtained for the four material lots under an applied potential of $E_A = -1.1$ V$_{SCE}$ are shown in Fig. 10. In all cases the failure is intergranular, starting at the notch tip and triggering a significant drop in the load carrying capacity before any noticeable increase in the phase field variable is observed. Thus, the calibrated model is also able to capture the ductile-to-brittle transition observed in this case study.

Interestingly, the cracking event appears to occur rather suddenly, with the intergranular crack propagating into regions with low hydrogen content. This would suggest that the crack resulting from the decohesion of the grain boundaries exposed to a high hydrogen content would be sufficiently large to propagate in an unstable fashion through grain boundaries that have only been negligibly weakened by hydrogen. If that were to be the case, then these numerical results would suggest that SSRT is not compromised by early cracking and thus remains a valid test for measuring hydrogen embrittlement susceptibility. Additional, albeit limited, insight can be gained by a simple estimate of the transition flaw size $a_t \approx K_c^2/(\pi \sigma_s^2)$. For Monel K-500 exposed to a relatively uniform hydrogen distribution resulting from an applied potential of $E_A = -1.1$ V$_{SCE}$, the transition flaw size would be on the order of 0.04 mm (see Table 2 and the $K_{TH}$ measurements of Ref. [7]). However, this quantity can increase to up to 4 mm in the absence of hydrogen. Thus, the magnitude of $a_t$ relevant to this scenario (a non-uniform distribution of hydrogen) falls between those two limiting cases, and could therefore be higher or lower than the crack extensions predicted (0.1–0.5 mm). Another source of uncertainty is the specific traction-separation law adopted, as assuming the existence of a damage dissipation region could add an additional source of fracture resistance.

The interface parameters that provide a quantitative agreement with experiments are given in Table 4. The damage coefficient $\chi$ was estimated based on previous (microstructurally-insensitive) phase field simulations [38]. The values of $\chi$ used are higher than those estimated using atomistic calculations for most common types of Ni grain boundaries [60]. However, the choices of $\chi$ values are notably sensitive to the magnitude of the grain boundary binding energy considered in (23), and the estimation of this magnitude carries a degree of uncertainty [63].

The calibrated model is used to reproduce the entire experimental campaign, conducting virtual experiments on the four material lots over the four environments considered. We summarise the outcome of the simulations in Table 5, indicating the failure model predicted (brittle intergranular/IG or ductile transgranular/TG). Green check marks are used to denote when the predicted mode of cracking agrees with the experimental observation, with red crosses.

---

**Fig. 9** – Virtual SSRT experiments on Monel K-500: representative result of intergranular cracking for a sample exposed to an applied potential of $E_A = -1.1$ V$_{SCE}$. A crack nucleates at a grain boundary adjacent to the notch tip and then propagates in-between grains towards the centre of the sample.
denoting otherwise. As observed, the model is capable of predicting the occurrence of hydrogen-assisted brittle failures in all but one case - the experiment on the NRL LS heat at $E_A = -0.85 \text{ V}_{\text{SCE}}$. As discussed in Ref. [38], this is a rare case as SEM images of the fracture region reveal intergranular features but the time to failure happens to be larger than that measured in the absence of hydrogen. It is thus concluded that the micromechanical model presented is capable of predicting hydrogen embrittlement upon appropriate calibration.

![Graphs showing force versus time curves for different materials](image)

**Fig. 10** – Virtual SSRT experiments on Monel K-500: numerical and experimental force versus time curves obtained under an applied potential of $E_A = -1.1 \text{ V}_{\text{SCE}}$ for each material lot; namely, (a) Allvac, (b) NRL LS, (c) TR2 and (d) NRL HS.

| Interface material parameters, as estimated by quantitatively reproducing the experiments conducted at an applied potential of $E_A = -1.1 \text{ V}_{\text{SCE}}$. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| $k_n$, $k_t$ (10^8 MPa/mm)    | 2.00            | 2.00            | 2.00            | 2.00            |
| $t_{nc,n}$, $t_{nc,t}$ (10^4 MPa) | 2.07            | 2.78            | 2.23            | 2.13            |
| $\gamma_{IC}$, $\gamma_{IIC}$ (kJ/m²) | 1.07            | 1.92            | 1.24            | 1.12            |
| $c_0$                           | 0.85            | 0.82            | 0.86            | 0.79            |

Material properties reported for polycrystalline Ni samples at ambient and cryogenic temperatures

Finally, we employ the micromechanical cohesive zone -phase field formulation developed to shed light on the interplay between diffusion, deformation, temperature, and embrittlement on pure Ni. Harris et al. [4] investigated the contribution of mobile hydrogen-deformation interactions to hydrogen-induced intergranular cracking in polycrystalline Ni by testing hydrogen charged samples at both ambient (298 K) and cryogenic (77 K) temperatures. Their uniaxial mechanical tests showed that embrittlement (hydrogen-assisted intergranular cracking) occurred even at cryogenic temperatures, where dislocation-hydrogen interactions are precluded. This suggests that hydrogen-assisted decohesion of grain boundaries is a first-order mechanism in hydrogen embrittlement. It was also found that intergranular microcrack evolution was enhanced at room temperature, relative to 77 K, but a mechanistic interpretation of this finding was deemed complicated due to the multiple factors at play. Here, we examine the ability of our micromechanical model to quantitatively reproduce the seminal experiments by Harris et al. [4] and use the numerical insight provided to gain further understanding of the role of temperature in enhancing embrittlement. The material properties adopted correspond to those reported by Harris et al. [4], which are listed in Table 6 as a function of the temperature and the environment. Two environmental conditions are considered: (i) samples tested in air, without any hydrogen pre-charging, and (ii) samples exposed to a hydrogen content of 4000 appm (79.5 ppm wt). In the latter, gaseous hydrogen charging is used and the hydrogen is distributed uniformly within the samples. Mimicking the experimental conditions, the uniaxial load is prescribed by applying a remote vertical displacement with a rate of $u_y = 0.0078$ mm/s, while the bottom edge is completely constrained ($u_x = u_y = 0$).

The samples are cylindrical bars with the dimensions given in Fig. 11a. As in the previous case study, we take advantage of axial symmetry and model half of the 2D section using axisymmetric elements. A total of approximately 80,000 quadratic axisymmetric elements are used to discretise the model. As shown in Fig. 11b, we introduce a microstructural domain of 200 grains in the central region of the sample. The phase field length scale is taken to be equal to $\xi = 0.025$ mm, and the toughness $G_c$ is calibrated to reproduce the experiments in the absence of hydrogen, rendering values of 4 kJ/m$^2$ (77 K) and 2.5 kJ/m$^2$ (RT). The interfacial cohesive properties are adjusted to reproduce the experiments at 77 K and then used to see if the results at room temperature can be predicted. The specific values used are given in Table 7 and, following the approach of Ref. [16], a phenomenological degradation law is adopted, such that

$$\gamma_e(\theta_i) = \gamma_{e0}(17.52\exp(-2.75\theta_i))$$  \hspace{1cm} (24)

with the Gibbs free energy being equal to 17 kJ/mol [64].

As shown in Figs. 11 and 12, the model is able to reproduce experimental measurements beyond the regimes of calibration, both qualitatively and quantitatively. Consider first the cracking patterns shown in Fig. 11. In the absence of hydrogen (Fig. 11c), failure takes place due to the onset of ductile (transgranular) damage in the centre of the sample, as predicted by the phase field order parameter. However, when the sample is exposed to hydrogen, then cracking takes place in an intergranular fashion, as a result of the failure of the cohesive zone interfaces. The location of the grain boundary decohesion event that nucleates the brittle crack is random. For the microstructure and conditions of Fig. 11d, it occurs close to the edge of the sample, with the crack growing then both towards the outer surface and towards the centre of the sample. This change from ductile transgranular damage to brittle intergranular cracking due to hydrogen is observed at both 77 and 298 K, as in the experiments.

The quantitative results obtained for the four scenarios are shown in Fig. 12, in terms of the predicted and measured engineering stress-strain curves. A very good agreement with the experiments is observed. Interestingly, the good agreement observed for the case of the hydrogen-charged sample suggests that the higher degree of embrittlement observed at room temperature can be rationalised by the additional accumulation of hydrogen at grain boundaries due to diffusion, without the need for additional contributions from mechanisms such as those associated with hydrogen-deformation interactions.

### Summary and concluding remarks

We have presented a new microstructurally-sensitive deformation-diffusion-fracture formulation to predict hydrogen embrittlement in elastic-plastic solids. The modelling
framework is able to explicitly resolve the microstructure and capture the transition from ductile transgranular fracture to hydrogen-assisted brittle intergranular cracking. This is achieved by combining a phase field description of transgranular cracks with a cohesive zone model that simulates decohesion at the grain boundary interfaces. The capabilities of the model in bringing new insight and understanding are demonstrated by addressing three representative boundary value problems. First, the competition between transgranular and intergranular cracking is investigated with a single edge notched tension specimen that contains 50 grains. The expected qualitative trends are captured, with cracking mechanisms changing as a function of the environment. Second, recent slow strain rate test (SSRT) experiments on a Ni–Cu superalloy (Monel K-500) [38] are simulated to demonstrate the ability of the model to quantitatively predict failure times for different environments and material heats. The model is also used to discuss the suitability of SSRT experiments, showing that cracks nucleating along grain boundaries located near the

**Table 7 – Calibrated traction-separation law parameters to describe the decohesion of pure Ni grain boundaries.**

<table>
<thead>
<tr>
<th>$k_n, k_t$ (MPa/mm)</th>
<th>$t_{NC,0}, t_{IC,0}$ (MPa)</th>
<th>$\gamma_{NC,0}, \gamma_{IC,0}$ (kJ/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2 \times 10^8$</td>
<td>$7.83 \times 10^4$</td>
<td>0.88</td>
</tr>
</tbody>
</table>
surface can rapidly propagate inwards and significantly reduce the load carrying capacity. Finally, the paradigmatic experiments by Harris et al. [4] on polycrystalline Ni samples at ambient and cryogenic temperatures are reproduced. The model is shown to predict both the qualitative cracking modes and the quantitative stress-strain responses for the four conditions (with and without hydrogen, at 77 K and 298 K). Furthermore, mechanistic insight into the embrittlement of polycrystalline Ni is gained, showing that grain boundary decohesion is a first order effect, and that the differences between the responses observed at ambient and cryogenic temperatures can be rationalised by the additional content of hydrogen accumulated in grain boundaries due to diffusion. The numerical experiments conducted also showcase the computational robustness of the method, with significant cracking being predicted without convergence issues.
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