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Abstract
We refine Alex Simpson’s approach to formal verification of properties of concurrent systems via proof

systems. Our new sequent calculus G3HMLGSOS seamlessly harmonises the GSOS semantics for process

calculi (for system formalisation) with Hennessy-Milner logic (for formal property specification) in a

pure G3-style system, from which the cut-rule is effectively eliminated. We achieve this substantial

improvement by applying the geometrisation of formal theories introduced in the proof-theoretic

literature by Roy Dyckhoff and Sara Negri. We communicate here our design methodology to fine-tune

Simpson’s calculi, which we consider promising to cover, in the future, more expressive process algebra’s

specification formalisms and logics in a principled and uniform manner.
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1. Introduction

It is well-known that computational/behavioural equivalence of concurrent processes can

be logically characterised by (possibly variants and extensions of) Hennessy-Milner modal

systems [1, 2, 3],[4],[5, 6]. These results widened the process verification possibilities through

model-checking system properties expressed in the language of suited modal logics [7, 8, 9].

What about the other coin side of verification, i.e., proof development?

1.1. Proof systems for process verification

In his [10], Colin Stirling addressed the research question of finding “compositional, syntax-
directed proof systems” for verifying properties of concurrent systems expressed in the language

of modal logics. Compositional here means proving that process 𝑝 satisfies property 𝐴 only

involves subproofs for subprocesses of 𝑝 satisfying subformulas of 𝐴.
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Stirling partially achieved such a proof system for CCS at the price of breaking the analyticity

of the calculus in order to handle restriction and parallel composition operators. The methodol-

ogy proposed in that seminal paper thus generated calculi that are not structurally complete.

As a practical consequence, verification of process properties through proof-search cannot be

automated even for recursion-free CCS.

Years later, in [11, 12], Alex Simpson suggested to overcome this weakness by introducing

(what are now commonly called) labelled sequent calculi for Hennessy-Milner logic [1, 2] applied

to arbitrary GSOS processes [13].

In particular, the paper [12] identifies some minimal requirements for proof systems suitable

for process verification, namely: (1) soundness; (2) completion of ordinary verification tasks; (3)

parametrised verification; (4) natural implementation of compositional reasoning (as required

by Stirling); (5) semantic completeness (within the limits of the logic under consideration); (6)

structural completeness and proof analyticity; (7) terminating proof-search (whenever the logic

under consideration is decidable).

First, the availability of a cut rule is crucial for implementing a formal verification that

satisfies most of these desiderata and is also modular or compositional in the original sense first

envisaged by Stirling in [10]. Specifically, whenever we have a derivation of a parametrised

property 𝑥1 : 𝐴1, · · · , 𝑥𝑛 : 𝐴𝑛 ⇒ op(𝑥1, · · · , 𝑥𝑛) : 𝐵 (where op is a process operator) and

derivations of ⇒ 𝑝1 : 𝐴1, · · · ,⇒ 𝑝𝑛 : 𝐴𝑛, we can then apply substitution and cut to obtain

a derivation of ⇒ op(𝑝1, · · · , 𝑝𝑛) : 𝐵 (Requirement (4)). Concurrently, the admissibility of

the cut rule in the proof systems guarantees that we can, in principle, prove that a given

process satisfies a required property through goal-directed verification (Requirement (6)). This

capability entails a root-first proof search, guided solely by the structure of the process and the

formula expressing the desired property, which may eventually be mechanised to automate

the verification task (Requirement (7)). When successful, each derivation step can be directly

interpreted in the semantics for the process behaviour (Requirement (1)); in case of failure, it

might be possible to extract a countermodel to the checked process property from the aborted

proof-search (Requirement (5)).

1.2. Our contribution

In his original papers, Simpson provides a semantic proof of cut admissibility – i.e. he derives

the technical contents of Requirement (6) from Requirement (5) – in a labelled sequent calculus

for Hennessy-Milner logic specifying properties of GSOS processes.

We think we can obtain more general results – covering more general process formalisms

and more expressive modal logics for processes – by a more principled proof system design

methodology that refines Simpson’s calculi and builds on recent advances in structural proof

theory.

More precisely, we propose different sequent rules for process operators, based on the geometri-

sation methods discussed in detail by Roy Dyckhoff and Sara Negri [14]. We use them to define

a new G3-style labelled sequent calculus, that we named G3HML
GSOS

, targeting the same class of

processes and logic as Simpson’s work, i.e. Hennessy-Milner logic [1, 2] applied to arbitrary

GSOS processes [13].



Our main technical advancement in this proof-theoretic approach to process verification is

the constructive proof of structural completeness of the calculus. More relevantly, we provide a

cut-elimination algorithm for G3HML
GSOS

(Theorem 1), which is an essential first result towards

implementing the compositional verification initially discussed by Stirling in [10] and his later

work, such as [15, 16].

In other terms, by adopting our calculus design method, we provide a direct and constructive
proof of Requirement (4) (analyticity) without compromising Requirement (6) (compositional-

ity), still making Requirements (2-3) hold by design (ordinary and parametrised verification).

Requirement (1) (soundness) is then straightforward to prove,
1

and Requirements (5) and (7)

(semantic completeness, and termination of proof-search for the expected fragments of GSOS,

resp.) are proven by Tait-Schütte-Takeuti saturation method.
2

It is a first but relevant and promising fine-tuning of Simpson’s original answer to Stirling’s

research question. The results we communicate here may prelude to further extensions for

more expressive logics (such as those proposed in [3, 20]) and transition system specification

formats (aiming to capture in our proof system design the PANTH format [4] seamlessly),

by possibly considering recent proof-theoretic advances for e.g. temporal logics [21, 22] and

𝜇-calculi [16, 23, 24]. On the applicative side, they are central for a future development (on

the lines of [25, 26]) of certified theorem provers and countermodel constructors for process

verification based on our calculi.

In the following pages, we overview and discuss our design choices for G3HML
GSOS

, focusing

on the main difference from Simpson’s calculi – i.e. sequent rules for GSOS process – which

enables us to define a pure G3-style calculus using only rules that directly express the logi-

cal connectives and process operators, for which we can directly prove cut-elimination and

structural completeness.

2. Calculus design, structural analysis, and first results

We need first to fix the basic language of G3HML
GSOS

.

We borrow from the process algebra literature some notations and formal definitions concerning

signatures, process terms, labelled transition systems (LTS), and transition system
specifications (TSS): we refer the reader to e.g. [4] and [6] for that background material. In

particular, we denote by 𝒜𝜏 the set of actions, together with a “silent” action 𝜏 , that processes

can perform during execution. Hennessy-Milner logic consists of a multimodal version of

the minimal normal logic K, with modalities indexed by actions in 𝒜𝜏 . Finally, let us recall that

a transition is specified in the GSOS format if, and only if, it is defined in a transition system

specification via a rule having the following form:

(⋆)
{𝑥𝑖

𝜇𝑖𝑗→ 𝑦𝑖𝑗 | 1 ≤ 𝑖 ≤ 𝑛, 1 ≤ 𝑗 ≤ 𝑚𝑖} ∪ {𝑥𝑖 ̸
𝜈𝑖𝑘→ | 1 ≤ 𝑖 ≤ 𝑛, 1 ≤ 𝑘 ≤ ℓ𝑖}

𝑓(𝑥⃗)
𝜋→ 𝑝(𝑥⃗, 𝑦⃗)

where the 𝑥𝑖’s and the 𝑦𝑖𝑗 ’s (1 ≤ 𝑖 ≤ 𝑛 and 1 ≤ 𝑗 ≤ 𝑚𝑖) are all distinct process variables; 𝑛,

𝑚𝑖 and ℓ𝑖 are natural numbers; 𝑝(𝑥⃗, 𝑦⃗) is a process term with variables including at most the

1

See the proof techniques discussed in [17].

2

See [18] and [19].



𝑥𝑖’s and 𝑦𝑖𝑗 ’s; and the 𝜇𝑖𝑗 ’s, 𝜈𝑖𝑘’s and 𝜋 are actions from 𝒜𝜏 . We call any expression of the

form 𝑝
𝜇→ 𝑝′ a positive relational atom – formalising the fact that process 𝑝 evolves through

action 𝜇 into process 𝑝′ – and any expression of the form 𝑝 ̸ 𝜇→ a negative relational atom –

formalising the fact that process 𝑝 does not evolve into any process through action 𝜇 – where

𝑝, 𝑝′ are process terms.
3

We are ready to define the syntax of our proof system G3HML
GSOS

.

Definition 1. Structural atoms are positive relational atoms, negative relational atoms, or
atoms of shape 𝑝 ≡ 𝑞, where 𝜇 ∈ 𝒜𝜏 and ≡ denotes a given congruence relation (possibly, syntactic
equality) between process terms.
Labelled formulas are either structural atoms or formulas of shape 𝑝 : 𝐴 (read as “formula 𝐴 is
forced by process 𝑝”), where 𝐴 is a formula in Hennessy-Milner logic and 𝑝 is a process term. We
denote by 𝜙 a generic labelled formula.
Sequents of G3HMLGSOS are expressions Γ ⇒ Δ, where Γ,Δ are finite multisets of labelled
formulas, and structural atoms may occur only in Γ.

We shall now describe the rules defining our proof system.

Logical rules. The logical rules are the multimodal version of the standard rules for G3K
[17], based on the semantic clauses for local forcing relation of Hennessy-Milner formulas

on a given labelled transition system. We omit the standard rules for classical propositional

connectives, to recall only the modal rules:

𝑞 : 𝐴, 𝑝
𝜇→ 𝑞, 𝑝 : [𝜇]𝐴,Γ ⇒ Δ

𝐿□
𝑝

𝜇→ 𝑞, 𝑝 : [𝜇]𝐴,Γ ⇒ Δ

𝑝
𝜇→ 𝑦,Γ ⇒ Δ, 𝑦 : 𝐴

𝑅□(!𝑦)
Γ ⇒ Δ, 𝑝 : [𝜇]𝐴

The rule 𝑅□ corresponds to the right-to-left direction of the definition of local forcing for [𝜇]𝐴:

the side condition (!𝑦) denotes the requirement on 𝑦 not to occur in Γ,Δ; in this situation, 𝑦 is

said the eigenvariable of the rule. The rule 𝐿□ corresponds to the left-to-right direction of the

same definition of local forcing. Notice that this is a first difference from the system introduced

by Simpson, as, contrary to his system, we can handle modal operators keeping structural atoms

only on the left-hand side of sequents.

Compositional rules. For each process operator, we need to introduce in G3HML
GSOS

some

rules characterising it in terms of the associated GSOS specification. We notice first that each of

these rules can be translated into geometric formulas. In fact, any GSOS rule of shape (⋆) above

states at the meta-level that the following formulas (∘) and (∘∘) hold:

(∘)∀𝑥⃗, 𝑦⃗ :

[︃(︃ ⋀︀
1≤𝑖≤𝑛,1≤𝑗≤𝑚𝑖

(𝑥𝑖

𝜇𝑖𝑗→ 𝑦𝑖𝑗) &
⋀︀

1≤𝑖≤𝑛,1≤𝑘≤ℓ𝑖

(𝑥𝑖 ̸
𝜈𝑖𝑘→ )

)︃
⊃ (𝑓(𝑥⃗)

𝜋→ 𝑝(𝑥⃗, 𝑦⃗))

]︃

3

A GSOS specification system naturally defines an LTS over the closed terms of a signature by structural induction.

Refer to, e.g., [4].



(∘∘)∀𝑟⃗, 𝑦⃗, 𝑧 :

[︃
(𝑓(𝑟⃗)

𝜋→ 𝑧) ⊃

(︃
∃𝑦⃗ : 𝑝(𝑟⃗, 𝑦⃗) ≡ 𝑧 &

⋀︀
1≤𝑖≤𝑛,1≤𝑗≤𝑚𝑖

(𝑟𝑖
𝜇𝑖𝑗→ 𝑦𝑖𝑗) &

⋀︀
1≤𝑖≤𝑛,1≤𝑘≤ℓ𝑖

(𝑟𝑖 ̸
𝜈𝑖𝑘→ )

)︃]︃
These formulas become geometric by adopting the “semidefinitional extension trick” of [14]

to turn the generic negative relational atom 𝑝 ̸ 𝜇→ into ∀𝑞 : (𝑝
𝜇→ 𝑞 ⊃ ⊥). Following the

methodology of [17, 14], we can then introduce the following rules of our G3HML
GSOS

for the

GSOS specification of processes
4

̸ 𝜇→Def
𝑝 ̸ 𝜇→ , 𝑝

𝜇→ 𝑞,Γ ⇒ Δ

𝑓(𝑥⃗)
𝜋→ 𝑝(𝑥⃗, 𝑦⃗), {𝑥𝑖

𝜇𝑖𝑗→ 𝑦𝑖𝑗}
1≤𝑖≤𝑛,1≤𝑗≤𝑚𝑖

, {𝑥𝑖 ̸
𝜈𝑖𝑘→ }

1≤𝑖≤𝑛,1≤𝑘≤ℓ𝑖

,Γ ⇒ Δ

𝑓∘
{𝑥𝑖

𝜇𝑖𝑗→ 𝑦𝑖𝑗}
1≤𝑖≤𝑛,1≤𝑗≤𝑚𝑖

, {𝑥𝑖 ̸
𝜈𝑖𝑘→ }

1≤𝑖≤𝑛,1≤𝑘≤ℓ𝑖

,Γ ⇒ Δ

{︃
𝑝ℎ(𝑟⃗, 𝑦⃗) ≡ 𝑧, {𝑟𝑖

𝜇𝑖𝑗→ 𝑦𝑖𝑗}
1≤𝑖≤𝑛,1≤𝑗≤𝑚𝑖

, {𝑥𝑖 ̸
𝜈𝑖𝑘→ }

1≤𝑖≤𝑛,1≤𝑘≤ℓ𝑖

, 𝑓(𝑟⃗)
𝜋→ 𝑧,Γ ⇒ Δ

}︃
1≤ℎ≤𝑁

𝑓∘∘(!𝑦⃗)
𝑓(𝑟⃗)

𝜋→ 𝑧,Γ ⇒ Δ

Atm(𝑞),Atm(𝑝), 𝑞 ≡ 𝑝,Γ ⇒ Δ
Repl1

Atm(𝑝), 𝑞 ≡ 𝑝,Γ ⇒ Δ

Atm(𝑝),Atm(𝑞), 𝑞 ≡ 𝑝,Γ ⇒ Δ
Repl2

Atm(𝑞), 𝑞 ≡ 𝑝,Γ ⇒ Δ

In the replacement rules, Atm(𝑥) stands for 𝑥
𝜇→ 𝑝, or 𝑝

𝜇→ 𝑥, or 𝑥 ̸ 𝜇→ , or 𝑥 ≡ 𝑝. In the

rule 𝑓 ∘ ∘, 𝑁 is the number of GSOS rules in the TSS for the operator 𝑓 and action 𝜋; the

side condition (!𝑦⃗) denotes the requirement on 𝑦’s not to occur in the conclusion of 𝑓 ∘ ∘
(eigenvariable condition).

These rules mark the main difference from Simpson’s original calculus [12, p. 301], as we are,

once again, able to handle process operators by keeping structural atoms only on the left-hand

side of sequents, so that we can dismiss all the additional non-logical rules of [12, Fig. 4], proving

straightforwardly the structural completeness of our G3HMLGSOS.
More relevantly, contrary to what happens for Simpson’s system, we can give a direct and

constructive proof of cut-elimination by standard double induction:
5

Theorem 1 (Cut-elimination algorithm).
The rule of cut

Γ ⇒ Δ, 𝑝 : 𝐴 𝑝 : 𝐴,Γ′ ⇒ Δ′
Cut

Γ,Γ′ ⇒ Δ,Δ′

(where 𝑝 : 𝐴 is called the cut formula of the rule) is admissible in G3HMLGSOS .
4

For some operators, further rules (omitted here) should be added to deal with those instances presenting a duplication

of the atoms in the conclusion in order to have contraction rules height-preserving admissible. We refer the reader

to [17] for an extensive discussion.

5

From cut admissibility, we easily derive: admissibility of generalised replacement rules; axiomatic completeness

w.r.t Hennessy-Milner logic; (semantic) 𝜔-completeness via Tait-Schütte-Takeuti saturation method.
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