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## 1. Introduction

The beta distribution plays a central role in modeling a wide variety of random phenomena which can take on values with lower and upper bounds. For example, such distribution has been employed to model the time to perform an activity in the project management area (Malcolm et al., 1959) and has been used to fit the sample distribution of soil parameters (Haskett et al., 1995). In particular, the beta distribution is useful for modeling proportions. Such distribution, in fact, has been applied to fit the monthly frequency distribution of the daily sunshine duration measurements collected at various locations in Algeria (Ettoumi et al., 2002) and has been employed to model heterogeneity in the probability of HIV transmission per sexual contact (Wiley et al., 1989).

Therefore, the beta distribution is versatile enough to model different types of data. Despite this, several generalizations of such distribution have been developed in order to achieve further flexibility. In this regard, see Johnson et al. (1995) and McDonald and Xu (1995). However, neither the beta distribution nor the major part of its generalizations offer flexibility to the limits at 0 and 1 of their probability density functions. On the contrary, the class of the so-called "non-central" beta distributions display such behavior which, to our knowledge, has never been studied. Such class, however, is affected by strong limitations in terms of tractability and interpretability.

That said, in this paper we shall introduce a new distribution on the real interval $(0,1)$ which can be viewed as a more easily tractable and interpretable analogue of the doubly non-central beta distribution (Johnson et al., 1995). More specifically, the present paper is organized as follows. In Section 2 some notations are introduced and some useful facts are recalled. Particular attention is focused on the non-central chi-squared distribution, which plays a crucial role in the study of the family of the generalizations of the beta distribution we are interested in. In Section 3 we shall provide a novel analysis of the standard non-central beta distribution. In particular, the perturbation representation of such distribution highlights its uneasy tractability and interpretability. In Section 4 we shall perform a preliminary investigation of the properties of a new non-central beta distribution. The analysis of such distribution is based on the same techniques employed in the study of the standard one and will allow a better understanding of the similarities and differences between the two distributions.
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## 2. Preliminaries

It is well known that if $Y_{i}, i=1,2$, are independent $\chi^{2}$ random variables with $2 \alpha_{i}>0$ degrees of freedom, denoted by $\chi_{2 \alpha_{i}}^{2}$, then the random variable:

$$
\begin{equation*}
X=\frac{Y_{1}}{Y_{1}+Y_{2}} \tag{1}
\end{equation*}
$$

has a beta distribution with shape parameters $\alpha_{i}$, denoted by $\operatorname{Beta}\left(\alpha_{1}, \alpha_{2}\right)$. Its density is:

$$
\begin{equation*}
\operatorname{Beta}\left(x ; \alpha_{1}, \alpha_{2}\right)=\frac{x^{\alpha_{1}-1}(1-x)^{\alpha_{2}-1}}{B\left(\alpha_{1}, \alpha_{2}\right)}, \quad 0<x<1 . \tag{2}
\end{equation*}
$$

The beta distribution can also be obtained as conditional distribution of $X$ given the sum $Y^{+}=Y_{1}+Y_{2}$, as a consequence of the independence of $X$ and $Y^{+}$. The latter is a characterizing property of (independent) gamma random variables.

Let us now recall the definition and some useful properties of the non-central chi-squared distribution, which plays a crucial role in the study of the family of the generalizations of the beta distribution we are interested in.

Let $W_{k}, k=1, \ldots, g$, be independent and normally distributed random variables with means $\mu_{k}$ and unitary variances. Then, a random variable is said to have a non-central chi-squared distribution with $g>0$ degrees of freedom and non-centrality parameter $\lambda=$ $\sum_{k=1}^{g} \mu_{k}^{2} \geq 0$, denoted by $\chi_{g}^{\prime 2}(\lambda)$, if it is distributed as:

$$
Y^{\prime}=\sum_{k=1}^{g} W_{k}^{2}
$$

(Johnson et al., 1995). The case $\lambda=0$ corresponds to the $\chi_{g}^{2}$ distribution.
The density function $f_{Y^{\prime}}$ of $Y^{\prime} \sim \chi_{g}^{\prime 2}(\lambda)$ can be expressed as:

$$
\begin{equation*}
f_{Y^{\prime}}(y ; g, \lambda)=\sum_{i=0}^{+\infty} \frac{e^{-\frac{\lambda}{2}}\left(\frac{\lambda}{2}\right)^{i}}{i!} \frac{y^{\frac{g+2 i}{2}-1} e^{-\frac{y}{2}}}{\Gamma\left(\frac{g+2 i}{2}\right) 2^{\frac{g+2 i}{2}}}, \quad y>0 \tag{3}
\end{equation*}
$$

i.e. as series of the $\chi_{g+2 i}^{2}$ densities, $\forall i \in \mathbb{N} \cup\{0\}$, weighted by the probabilities of a Poisson random variable with mean $\lambda / 2, \lambda \geq 0$ (the case $\lambda=0$ corresponding to a random variable degenerate at zero).

In view of Eq. (3), the $\chi_{g}^{\prime 2}(\lambda)$ distribution admits the following mixture representation.
Proposition 1 (Mixture representation). Let $Y^{\prime}$ have a $\chi_{g}^{\prime 2}(\lambda)$ distribution and $M$ be a Poisson random variable with mean $\lambda / 2$. Then, $Y^{\prime}$ admits the following representation:

$$
\begin{equation*}
Y^{\prime} \mid(M=i) \sim \chi_{g+2 i}^{2} \tag{4}
\end{equation*}
$$

The $\chi_{g}^{\prime 2}(\lambda)$ density can assume a larger variety of shapes than the central one. In particular, the limit at 0 of such density is decreasing in $\lambda$ when $g=2$.

Proposition 2 (Limit at 0 of the $\chi_{g}^{\prime 2}(\lambda)$ density when $g=2$ ). Let $Y^{\prime}$ be $a \chi_{g}^{\prime 2}(\lambda)$ random variable with $g=2$ and $\lambda \geq 0$. Let $f_{Y^{\prime}}$ be the density of $Y^{\prime}$. Then:

$$
\begin{equation*}
\lim _{y \rightarrow 0^{+}} f_{Y^{\prime}}(y ; 2, \lambda)=\frac{1}{2} e^{-\frac{\lambda}{2}} \tag{5}
\end{equation*}
$$

In this regard, see Figure 1.
Finally, we recall that the non-central chi-squared distribution is reproductive with respect to both degrees of freedom and non-centrality parameter.


Figure 1 - Plots of the density of $Y^{\prime} \sim \chi_{g}^{\prime 2}(\lambda)$ for $g=2$ and selected values of $\lambda$.

Proposition 3 (Reproductive property). If $Y_{j}^{\prime}, j=1, \ldots, m$, are independent with $\chi_{g_{j}}^{\prime 2}\left(\lambda_{j}\right)$ distributions, then:

$$
Y^{\prime+}=\sum_{j=1}^{m} Y_{j}^{\prime} \sim \chi_{g}^{\prime 2}(\lambda)
$$

where $g=\sum_{j=1}^{m} g_{j}$ and $\lambda=\sum_{j=1}^{m} \lambda_{j}$.
Such property can be easily derived from its characteristic function (Johnson et al., 1995).

## 3. The standard non-Central beta distribution

Let us now recall the definition and some useful representations of the standard non-central beta distribution.

Let $Y_{i}^{\prime}, i=1,2$, be independent $\chi_{2 \alpha_{i}}^{\prime 2}\left(\lambda_{i}\right)$ random variables. Then, a random variable is said to have a doubly non-central beta distribution with shape parameters $\alpha_{1}, \alpha_{2}$ and non-centrality parameters $\lambda_{1}, \lambda_{2}$, denoted by $\operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$, if it is distributed as

$$
\begin{equation*}
X^{\prime}=\frac{Y_{1}^{\prime}}{Y_{1}^{\prime}+Y_{2}^{\prime}} \tag{6}
\end{equation*}
$$

(Johnson et al., 1995).
The DNCB density can be easily derived by using the mixture representation of the non-central $\chi^{2}$ distribution. Specifically, let $M_{i}, i=1,2$, be independent Poisson random variables with means $\lambda_{i} / 2$. Conditionally on $\left(M_{1}, M_{2}\right), X^{\prime}$ has a $\operatorname{Beta}\left(\alpha_{1}+M_{1}, \alpha_{2}+M_{2}\right)$ distribution, $Y_{i}^{\prime} \mid\left(M_{1}, M_{2}\right)$ being independent with distributions $\chi_{2 \alpha_{i}+2 M_{i}}^{2}, i=1,2$. Therefore, the density function $f_{X^{\prime}}$ of $X^{\prime} \sim \operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ can be expressed as:
$f_{X^{\prime}}\left(x ; \alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)=\sum_{j=0}^{+\infty} \sum_{k=0}^{+\infty} \frac{e^{-\frac{\lambda_{1}}{2}}\left(\frac{\lambda_{1}}{2}\right)^{j}}{j!} \frac{e^{-\frac{\lambda_{2}}{2}}\left(\frac{\lambda_{2}}{2}\right)^{k}}{k!} \frac{x^{\alpha_{1}+j-1}(1-x)^{\alpha_{2}+k-1}}{B\left(\alpha_{1}+j, \alpha_{2}+k\right)}, \quad 0<x<1$,
i.e. as double series of the $\operatorname{Beta}\left(\alpha_{1}+j, \alpha_{2}+k\right)$ densities, $\forall j, k \in \mathbb{N} \cup\{0\}$, weighted by the joint probabilities of the bivariate random variable ( $M_{1}, M_{2}$ ), where $M_{i}, \forall i=1,2$, are independent with Poisson $\left(\lambda_{i} / 2\right)$ distributions.

The above discussion directly leads to the following mixture representation.

Proposition 4 (Mixture representation). Let $X^{\prime}$ have a $\operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ distribution. Then, $X^{\prime}$ admits the following representation:

$$
\begin{equation*}
X^{\prime} \mid\left(M_{1}=j, M_{2}=k\right) \sim \operatorname{Beta}\left(\alpha_{1}+j, \alpha_{2}+k\right) \tag{8}
\end{equation*}
$$

where $M_{i}, i=1,2$, are independent Poisson random variables with means $\lambda_{i} / 2$.
The perturbation representation of the doubly non-central beta distribution highlights the uneasy tractability and interpretability of such distribution.

Proposition 5 (Perturbation representation). Let $X^{\prime} \sim \operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$. Then, the density $f_{X^{\prime}}$ of $X^{\prime}$ can be written as:

$$
\begin{equation*}
f_{X^{\prime}}\left(x ; \alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)=\operatorname{Beta}\left(x ; \alpha_{1}, \alpha_{2}\right) \cdot e^{-\frac{\lambda^{+}}{2}} \Psi_{2}\left[\alpha^{+} ; \alpha_{1}, \alpha_{2} ; \frac{\lambda_{1}}{2} x, \frac{\lambda_{2}}{2}(1-x)\right] \tag{9}
\end{equation*}
$$

where $\alpha^{+}=\alpha_{1}+\alpha_{2}, \lambda^{+}=\lambda_{1}+\lambda_{2}$,

$$
\begin{equation*}
\Psi_{2}\left[\alpha ; \gamma, \gamma^{\prime} ; x, y\right]=\sum_{j=0}^{+\infty} \sum_{k=0}^{+\infty} \frac{(\alpha)_{j+k}}{(\gamma)_{j}\left(\gamma^{\prime}\right)_{k}} \frac{x^{j}}{j!} \frac{y^{k}}{k!}, \quad x, y \geq 0 \tag{10}
\end{equation*}
$$

is the Humbert's confluent hypergeometric function (Srivastava and Karlsson, 1985) and

$$
\begin{equation*}
(a)_{0}=1, \quad(a)_{i}=a(a+1) \ldots(a+i-1), \quad \forall i \in \mathbb{N} \tag{11}
\end{equation*}
$$

is the Pochhammer's symbol or ascendent factorial.
The perturbing factor of the beta density in the doubly non-central beta distribution is a function in two variables given by the sum of a double power series (Eq. (10)). Such function has not a simple behavior and, to our knowledge, is not reducible to a more tractable analytical form. Therefore, it's not easy to understand the effect of such factor.

Despite this, the DNCB density can assume a large variety of shapes far beyond the beta model ones. In this regard, Figures $2,3,4,5,6$ display the DNCB density for selected values of the parameters. In particular, the effect of the perturbing factor can be clearly seen when $\alpha_{1}=\alpha_{2}=1$, because in this case the beta density reduces to the uniform one (see Figures 4, 5, 6).


Figure 2 - Plots of the density of $X^{\prime} \sim \operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for selected values of $\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$.
Moreover, it is well known that the limits at 0 and 1 of the beta density are equal to 0 or $+\infty$ if $\alpha_{i} \neq 1$ and are equal to 1 if $\alpha_{i}=1, i=1,2$. When $\alpha_{i} \neq 1$ the DNCB density shows the same limiting characteristics as the beta model ones. On the contrary, when $\alpha_{i}=1$ the doubly non-central beta density shows the attractive feature of taking on arbitrary finite and positive limits at 0 and 1 . To our knowledge, such characteristic of the DNCB density has never been studied. More specifically, such limits have the following expressions.


Figure 3 - Plots of the density of $X^{\prime} \sim \operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for selected values of $\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$.


Figure 4 - Plots of the density of $X^{\prime} \sim \operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for $\alpha_{1}=\alpha_{2}=1$ and selected values of $\lambda_{1}, \lambda_{2}$.

Remark 6 (Limits at 0 and 1 of the DNCB density when $\alpha_{1}=\alpha_{2}=1$ ). Let $X^{\prime}$ $\sim \operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$. Then, the limits at 0 and 1 of the density $f_{X^{\prime}}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ of $X^{\prime}$ when $\alpha_{1}=\alpha_{2}=1$ are:

$$
\begin{align*}
& \lim _{x \rightarrow 0^{+}} f_{X^{\prime}}\left(x ; 1,1, \lambda_{1}, \lambda_{2}\right)=e^{-\frac{\lambda_{1}}{2}}\left(\frac{\lambda_{2}}{2}+1\right)  \tag{12}\\
& \lim _{x \rightarrow 1^{-}} f_{X^{\prime}}\left(x ; 1,1, \lambda_{1}, \lambda_{2}\right)=e^{-\frac{\lambda_{2}}{2}}\left(\frac{\lambda_{1}}{2}+1\right) \tag{13}
\end{align*}
$$

Notice that, under the case of unitary shape parameters, the limit at 0 of the DNCB density is increasing in $\lambda_{2}$ for any fixed $\lambda_{1}>0$ and decreasing in $\lambda_{1}$ for any fixed $\lambda_{2}>0$, while the limit at 1 is decreasing in $\lambda_{2}$ for any fixed $\lambda_{1}>0$ and increasing in $\lambda_{1}$ for any fixed $\lambda_{2}>0$.

Finally, by exploiting the mixture representation in Eq. (8), it is possible to derive a new general formula for the moments of the standard non-central beta distribution. Specifically, the moments of the DNCB distribution can be written and represented as follows.

Proposition 7 (Moments). Let $X^{\prime} \sim \operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$. Let $M_{j}, j=1,2$, be independent Poisson random variables with means $\lambda_{j} / 2$ and $M^{+}=M_{1}+M_{2}$. Then, $\forall r \in \mathbb{N}$, the r-th moment of $X^{\prime}$ can be written as:

$$
\begin{equation*}
\mathbb{E}\left[\left(X^{\prime}\right)^{r} \mid M^{+}\right]=\frac{1}{\left(\alpha^{+}+M^{+}\right)_{r}} \sum_{i=0}^{M^{+}}\left(\alpha_{1}+i\right)_{r}\binom{M^{+}}{i}\left(\frac{\lambda_{1}}{\lambda^{+}}\right)^{i}\left(1-\frac{\lambda_{1}}{\lambda^{+}}\right)^{M^{+}-i} \tag{14}
\end{equation*}
$$



Figure 5 - Plots of the density of $X^{\prime} \sim \operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for $\alpha_{1}=\alpha_{2}=1$ and selected values of $\lambda_{1}, \lambda_{2}$.


Figure 6 - Plots of the density of $X^{\prime} \sim \operatorname{DNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for $\alpha_{1}=\alpha_{2}=1$ and selected values of $\lambda_{1}, \lambda_{2}$.
and admits the following representation:

$$
\begin{equation*}
\mathbb{E}\left[\left(X^{\prime}\right)^{r}\right]=\mathbb{E}_{\left(M_{1}, M_{2}\right)}\left[\frac{\left(\alpha_{1}+M_{1}\right)_{r}}{\left(\alpha^{+}+M^{+}\right)_{r}}\right] . \tag{15}
\end{equation*}
$$

Proof. Observe first that, in the notation of Eq. (6), $Y^{\prime+}=Y_{1}^{\prime}+Y_{2}^{\prime}$ and $X^{\prime}=Y_{1}^{\prime} / Y^{\prime+}$ are independent conditionally on $M^{+}$. In this regard, notice that Eq. (8) can be rewritten as follows:

$$
\begin{equation*}
X^{\prime} \mid\left(M_{1}, M^{+}\right) \sim \operatorname{Beta}\left(\alpha_{1}+M_{1}, \alpha_{2}+M^{+}-M_{1}\right) ; \tag{16}
\end{equation*}
$$

similarly, since $Y^{\prime+} \sim \chi_{2 \alpha^{+}}^{\prime 2}\left(\lambda^{+}\right)$in view of Proposition 3, Eq. (4) can be rewritten as follows:

$$
\begin{equation*}
Y^{\prime+}\left|\left(M_{1}, M^{+}\right) \stackrel{d}{=} Y^{\prime+}\right| M^{+} \sim \chi_{2 \alpha^{+}+2 M^{+}}^{2} . \tag{17}
\end{equation*}
$$

Therefore, $X^{\prime}$ and $Y^{\prime+}$ are conditionally independent given $\left(M_{1}, M^{+}\right)$, the latter being a characterizing property of independent gamma random variables. Hence, conditionally on $\left(M_{1}, M^{+}\right)$, the joint distribution of $\left(X^{\prime}, Y^{++}\right)$factorizes into the marginal distributions of $X^{\prime}$ and $Y^{\prime+}$. Finally, the joint density function of $\left(X^{\prime}, Y^{\prime+}\right) \mid M^{+}$turns out to factorize into the marginal density functions of $X^{\prime} \mid M^{+}$and $Y^{\prime+} \mid M^{+}$. Indeed, by recalling that
$M_{1} \left\lvert\, M^{+} \sim \operatorname{Binomial}\left(M^{+}, \frac{\lambda_{1}}{\lambda^{+}}\right)\right.$, one can obtain:

$$
\begin{aligned}
f_{\left(X^{\prime}, Y^{\prime+}\right) \mid M^{+}}(x, y) & =\sum_{i=0}^{M^{+}} \operatorname{Pr}\left(M_{1}=i \mid M^{+}\right) \cdot f_{\left(X^{\prime}, Y^{\prime+}\right) \mid\left(M_{1}, M^{+}\right)}(x, y)= \\
& =f_{Y^{\prime+} \mid M^{+}}(y) \cdot f_{X^{\prime} \mid M^{+}}(x)
\end{aligned}
$$

where:

$$
f_{X^{\prime} \mid M^{+}}(x)=\sum_{i=0}^{M^{+}} \operatorname{Binomial}\left(i ; M^{+}, \frac{\lambda_{1}}{\lambda^{+}}\right) \cdot \operatorname{Beta}\left(x ; \alpha_{1}+i, \alpha_{2}+M^{+}-i\right),
$$

with:

$$
\text { Binomial }\left(i ; M^{+}, \frac{\lambda_{1}}{\lambda^{+}}\right)=\binom{M^{+}}{i}\left(\frac{\lambda_{1}}{\lambda^{+}}\right)^{i}\left(1-\frac{\lambda_{1}}{\lambda^{+}}\right)^{M^{+}-i}, \quad i=0, \ldots, M^{+}
$$

That said, because of the foregoing arguments, the following holds:

$$
\begin{equation*}
\mathbb{E}\left[\left(X^{\prime}\right)^{r} \mid M^{+}\right]=\frac{\mathbb{E}\left[\left(Y_{1}^{\prime}\right)^{r} \mid M^{+}\right]}{\mathbb{E}\left[\left(Y^{\prime+}\right)^{r} \mid M^{+}\right]} \tag{18}
\end{equation*}
$$

where, in view of the general formula for the moments of the gamma distribution (Johnson et al., 1994):
$\mathbb{E}\left[\left(Y_{1}^{\prime}\right)^{r} \mid M^{+}\right]=\mathbb{E}\left[2^{r}\left(\alpha_{1}+M_{1}\right)_{r} \mid M^{+}\right]=2^{r} \sum_{i=0}^{M^{+}}\left(\alpha_{1}+i\right)_{r}\binom{M^{+}}{i}\left(\frac{\lambda_{1}}{\lambda^{+}}\right)^{i}\left(1-\frac{\lambda_{1}}{\lambda^{+}}\right)^{M^{+}-i}$
and:

$$
\begin{equation*}
\mathbb{E}\left[\left(Y^{\prime+}\right)^{r} \mid M^{+}\right]=2^{r}\left(\alpha^{+}+M^{+}\right)_{r} \tag{19}
\end{equation*}
$$

Hence, Eq. (14) is established.
Finally, by letting $L \sim \operatorname{Binomial}\left(M^{+}, \lambda_{1} / \lambda^{+}\right)$in Eq. (14), one can obtain that:

$$
\begin{equation*}
\mathbb{E}\left[\left(X^{\prime}\right)^{r} \mid M^{+}\right]=\frac{\mathbb{E}\left[\left(\alpha_{1}+L\right)_{r}\right]}{\left(\alpha^{+}+M^{+}\right)_{r}} \tag{21}
\end{equation*}
$$

Thus, in view of the fact that $L \stackrel{d}{=} M_{1} \mid M^{+}$, Eq. (15) is established.
The formula in Eq. (14) reduces the computation of moments of the DNCB distribution from a double series to a single one. In particular, by setting $r=1$ and $r=2$ and after some manipulations, the first two moments of the DNCB distribution can be written in terms of perturbations of the corresponding moments of the beta distribution as follows:

$$
\begin{gather*}
\mathbb{E}\left(X^{\prime}\right)=\frac{\alpha_{1}}{\alpha^{+}} e^{-\frac{\lambda^{+}}{2}}\left[{ }_{1} F_{1}\left(\alpha^{+} ; \alpha^{+}+1 ; \frac{\lambda^{+}}{2}\right)+\frac{\alpha^{+} \frac{\lambda_{1}}{2}}{\alpha_{1}\left(\alpha^{+}+1\right)}{ }_{1} F_{1}\left(\alpha^{+}+1 ; \alpha^{+}+2 ; \frac{\lambda^{+}}{2}\right)\right],  \tag{22}\\
\mathbb{E}\left[\left(X^{\prime}\right)^{2}\right]=\frac{\left(\alpha_{1}\right)_{2}}{\left(\alpha^{+}\right)_{2}} e^{-\frac{\lambda^{+}}{2}}\left[{ }_{1} F_{1}\left(\alpha^{+} ; \alpha^{+}+2 ; \frac{\lambda^{+}}{2}\right)+\frac{\alpha^{+} \lambda_{1}}{\alpha_{1}\left(\alpha^{+}+2\right)} .\right. \\
\left.\quad \cdot \quad{ }_{1} F_{1}\left(\alpha^{+}+1 ; \alpha^{+}+3 ; \frac{\lambda^{+}}{2}\right)+\frac{\left(\alpha^{+}\right)_{2}\left(\frac{\lambda_{1}}{2}\right)^{2}}{\left(\alpha_{1}\right)_{2}\left(\alpha^{+}+2\right)_{2}}{ }_{1} F_{1}\left(\alpha^{+}+2 ; \alpha^{+}+4 ; \frac{\lambda^{+}}{2}\right)\right], \tag{23}
\end{gather*}
$$

where:

$$
{ }_{1} F_{1}(a ; b ; x)=\sum_{i=0}^{+\infty} \frac{(a)_{i}}{(b)_{i}} \frac{x^{i}}{i!}, \quad a, b>0, x \geq 0
$$

is the generalized hypergeometric function ${ }_{p} F_{q}$ with $p=1$ and $q=1$ coefficients respectively at numerator and denominator, otherwise known as Kummer's confluent hypergeometric function (Srivastava and Karlsson, 1985).

## 4. A NEW NON-CENTRAL BETA DIStRIBUTION

Our basic idea to introduce a new family of non-central beta distributions is to consider the conditional distribution of a DNCB random variable $X^{\prime}$ given $Y_{1}^{\prime}+Y_{2}^{\prime}, Y_{i}^{\prime}$ being independent with $\chi_{2 \alpha_{i}}^{\prime 2}\left(\lambda_{i}\right)$ distributions, $i=1,2$. Because of the above mentioned characterizing property of independent gamma random variables, such conditional distribution must depend on $Y_{1}^{\prime}+Y_{2}^{\prime}$ and therefore must be different from the DNCB distribution, unless $\lambda_{1}=\lambda_{2}=0$. The latter case corresponds to the beta distribution.

The density of the new non-central beta distribution can be derived by using the mixture representation of the non-central $\chi^{2}$ distribution. Specifically, let $M_{i}, i=1,2$, be independent Poisson random variables with means $\lambda_{i} / 2$. Conditionally on $\left(M_{1}, M_{2}\right), X^{\prime}=$ $Y_{1}^{\prime} /\left(Y_{1}^{\prime}+Y_{2}^{\prime}\right)$ and $Y_{1}^{\prime}+Y_{2}^{\prime}$ are independent; therefore, $X^{\prime}$ given $\left(M_{1}, M_{2}, Y_{1}^{\prime}+Y_{2}^{\prime}\right)$ has a Beta $\left(\alpha_{1}+M_{1}, \alpha_{2}+M_{2}\right)$ distribution. A direct application of Bayes' theorem then shows that, conditionally on $Y_{1}^{\prime}+Y_{2}^{\prime}=y$, for any fixed $y>0,\left(M_{1}, M_{2}\right)$ has the following joint probability function:

$$
\begin{equation*}
\operatorname{Pr}\left(M_{1}=j, M_{2}=k \mid Y_{1}^{\prime}+Y_{2}^{\prime}=y\right)=\frac{1}{{ }_{0} F_{1}\left(\alpha^{+}, \frac{y \lambda^{+}}{4}\right)} \frac{\left(\frac{y \lambda_{1}}{4}\right)^{j}\left(\frac{y \lambda_{2}}{4}\right)^{k}}{j!k!\left(\alpha^{+}\right)_{j+k}}, \quad j, k \in \mathbb{N} \cup\{0\}, \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }_{0} F_{1}(a ; x)=\sum_{i=0}^{+\infty} \frac{1}{(a)_{i}} \frac{x^{i}}{i!}, \quad a>0, x \geq 0 \tag{25}
\end{equation*}
$$

is the generalized hypergeometric function ${ }_{p} F_{q}$ with $p=0$ and $q=1$ coefficients respectively at numerator and denominator (Srivastava and Karlsson, 1985).

As the conditioning value $y$ in Eq. (24) can be incorporated in the non-centrality parameters $\lambda_{i}$ 's, we are then led to the following definition of the above mentioned new distribution.

Definition 8. A random variable is said to have a conditional doubly non-central beta distribution with shape parameters $\alpha_{1}, \alpha_{2}$ and non-centrality parameters $\lambda_{1}, \lambda_{2}$, denoted by CDNCB $\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$, if it is distributed as

$$
\begin{equation*}
\left.X^{\prime \prime}=\frac{Y_{1}^{\prime}}{Y_{1}^{\prime}+Y_{2}^{\prime}} \right\rvert\, Y_{1}^{\prime}+Y_{2}^{\prime}=1 \tag{26}
\end{equation*}
$$

where $Y_{i}^{\prime}, i=1,2$, are independent $\chi_{2 \alpha_{i}}^{\prime 2}\left(\lambda_{i}\right)$ random variables. The random variable in Eq. (26) is meant to be distributed according to the regular version of the conditional density of $Y_{1}^{\prime} \mid Y_{1}^{\prime}+Y_{2}^{\prime}=1$ which is proportional to the product of the densities of $Y_{1}^{\prime}$ and $Y_{2}^{\prime}$ respectively evaluated in $x$ and $1-x$.

By mixturing the density function of $X^{\prime}$ given $\left(M_{1}, M_{2}, Y_{1}^{\prime}+Y_{2}^{\prime}=1\right)$ with respect to the joint probability function of $\left(M_{1}, M_{2}\right)$ given $Y_{1}^{\prime}+Y_{2}^{\prime}=1$, one can obtain the density function $f_{X^{\prime \prime}}$ of $X^{\prime \prime} \sim \operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ which turns out to have the following expression:

$$
\begin{equation*}
f_{X^{\prime \prime}}\left(x ; \alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)=\sum_{j=0}^{+\infty} \sum_{k=0}^{+\infty} \frac{\frac{\left(\frac{\lambda_{1}}{4}\right)^{j}\left(\frac{\lambda_{2}}{4}\right)^{k}}{j^{k} k!\left(\alpha^{+}\right)_{j+k}}}{F_{1}\left(\alpha^{+}, \frac{\lambda+}{4}\right)} \frac{x^{\alpha_{1}+j-1}(1-x)^{\alpha_{2}+k-1}}{B\left(\alpha_{1}+j, \alpha_{2}+k\right)}, \quad 0<x<1, \tag{27}
\end{equation*}
$$

given by the double series of the $\operatorname{Beta}\left(\alpha_{1}+j, \alpha_{2}+k\right)$ densities, $\forall j, k \in \mathbb{N} \cup\{0\}$, weighted by the joint probabilities of the bivariate random variable ( $N_{1}, N_{2}$ ), whose probability function is given by Eq. (24) with $y=1$. The above discussion directly leads to the following mixture representation.

Proposition 9 (Mixture representation). Let $X^{\prime \prime}$ have a $\operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ distribution. Then, $X^{\prime \prime}$ admits the following representation:

$$
\begin{equation*}
X^{\prime \prime} \mid\left(N_{1}=j, N_{2}=k\right) \sim \operatorname{Beta}\left(\alpha_{1}+j, \alpha_{2}+k\right) \tag{28}
\end{equation*}
$$

where the joint probability function of $\left(N_{1}, N_{2}\right)$ is given by Eq. (24) with $y=1$.
Although the distribution of $\left(N_{1}, N_{2}\right)$ is slightly more complicated than the one of $\left(M_{1}, M_{2}\right)$, it can be easily handled and understood in terms of the random variables $\left(N_{1}, N^{+}\right)$, where $N^{+}=N_{1}+N_{2}$ has the following probability function:

$$
\begin{equation*}
\operatorname{Pr}\left(N^{+}=i\right)=\frac{1}{{ }_{0} F_{1}\left(\alpha^{+} ; \frac{\lambda^{+}}{4}\right)} \frac{1}{\left(\alpha^{+}\right)_{i}} \frac{\left(\frac{\lambda^{+}}{4}\right)^{i}}{i!}, \quad i \in \mathbb{N} \cup\{0\} \tag{29}
\end{equation*}
$$

Interestingly, $N_{1} \mid N^{+}$shares the same distribution of $M_{1} \mid M^{+}$, with $M^{+}=M_{1}+M_{2}$. More specifically, the following holds true.

Remark 10. Let $\left(N_{1}, N_{2}\right)$ be jointly distributed as in Eq. (24) with $y=1$ and $N^{+}=$ $N_{1}+N_{2}$ be distributed as in Eq. (29). Then:

$$
\begin{equation*}
N_{i} \left\lvert\, N^{+} \sim \operatorname{Binomial}\left(N^{+}, \frac{\lambda_{i}}{\lambda^{+}}\right)\right., \quad i=1,2 \tag{30}
\end{equation*}
$$

This allows us to derive the expression for the covariance between $N_{1}$ and $N_{2}$ as follows:

$$
\begin{align*}
\operatorname{Cov}\left(N_{1}, N_{2}\right) & =\mathbb{E}_{N^{+}}\left\{\operatorname{Cov}\left[\left(N_{1}, N_{2}\right) \mid N^{+}\right]\right\}+\operatorname{Cov}\left[\mathbb{E}\left(N_{1} \mid N^{+}\right), \mathbb{E}\left(N_{2} \mid N^{+}\right)\right]= \\
& =\frac{\lambda_{1} \lambda_{2}}{\left(\lambda^{+}\right)^{2}}\left[\operatorname{Var}\left(N^{+}\right)-\mathbb{E}\left(N^{+}\right)\right], \tag{31}
\end{align*}
$$

which can be easily expressed in terms of the hypergeometric function ${ }_{0} F_{1}$. An extensive numerical investigation shows that such covariance is negative.

It is also simple to check that the CDNCB admits an unconditional "ratio" type representation.

Remark 11 (Ratio representation). Let $\left(N_{1}, N_{2}\right)$ be jointly distributed as in Eq. (24) with $y=1$. Let $\left(Z_{1}, Z_{2}\right)$ be conditionally independent random variables given $\left(N_{1}, N_{2}\right)$, with $Z_{i} \mid\left(N_{1}, N_{2}\right) \sim \chi_{2 \alpha_{i}+2 N_{i}}^{2}, i=1,2$. Then:

$$
\begin{equation*}
\frac{Z_{1}}{Z_{1}+Z_{2}} \sim \operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right) \tag{32}
\end{equation*}
$$

Notice that $\left(Z_{1}, Z_{2}\right)$ are negatively correlated as $\operatorname{Cov}\left(Z_{1}, Z_{2}\right)=4 \operatorname{Cov}\left(N_{1}, N_{2}\right)$.
The CDNCB model can be easily simulated by using either its mixture or ratio representations. In both cases it's necessary to simulate the joint distribution of ( $N_{1}, N_{2}$ ). Such issue can be addressed by first generating the random variable $N^{+}$in Eq. (29) and then $N_{1} \mid N^{+}$ in Eq. (30). As the former distribution is similar to the Poisson one, it can be simulated by using, for example, the inverse-transform method (see e.g. Law and Kelton, 2000).

To fully understand the behavior of the new non-central beta distribution it is instructive to realize how it perturbates the beta one.

Proposition 12 (Perturbation representation). Let $X^{\prime \prime} \sim \operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$. Then the density $f_{X^{\prime \prime}}$ of $X^{\prime \prime}$ can be written as:

$$
\begin{equation*}
f_{X^{\prime \prime}}\left(x ; \alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)=\operatorname{Beta}\left(x ; \alpha_{1}, \alpha_{2}\right) \cdot \frac{{ }_{0} F_{1}\left(\alpha_{1} ; \frac{\lambda_{1} x}{4}\right){ }_{0} F_{1}\left[\alpha_{2} ; \frac{\lambda_{2}(1-x)}{4}\right]}{{ }_{0} F_{1}\left(\alpha^{+} ; \frac{\lambda^{+}}{4}\right)} \tag{33}
\end{equation*}
$$

Proof. Observe that Eq. (11) is tantamount to:

$$
\begin{equation*}
(a)_{i}=\frac{\Gamma(a+i)}{\Gamma(a)}, \quad \forall i \in \mathbb{N} \cup\{0\} \tag{34}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the gamma function.
In the light of Eq. (34) and in the notation of Eq. (27), one can obtain:

$$
B\left(\alpha_{1}+j, \alpha_{2}+k\right)=\frac{\Gamma\left(\alpha_{1}\right)\left(\alpha_{1}\right)_{j} \Gamma\left(\alpha_{2}\right)\left(\alpha_{2}\right)_{k}}{\Gamma\left(\alpha^{+}\right)\left(\alpha^{+}\right)_{j+k}}=B\left(\alpha_{1}, \alpha_{2}\right) \frac{\left(\alpha_{1}\right)_{j}\left(\alpha_{2}\right)_{k}}{\left(\alpha^{+}\right)_{j+k}} .
$$

Hence, by means of easy manipulations, Eq. (27) can be rewritten as follows:

$$
f_{X^{\prime \prime}}\left(x ; \alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)=\operatorname{Beta}\left(x ; \alpha_{1}, \alpha_{2}\right) \cdot \frac{\sum_{j=0}^{+\infty} \frac{\left(\frac{\lambda_{1}}{4} x\right)^{j}}{\left(\alpha_{1}\right)_{j} j!} \sum_{k=0}^{+\infty} \frac{\left[\frac{\lambda_{2}}{4}(1-x)\right]^{k}}{\left(\alpha_{2}\right)_{k} k!}}{{ }_{0} F_{1}\left(\alpha^{+} ; \frac{\lambda^{+}}{4}\right)} .
$$

Finally, by virtue of Eq. (25), Eq. (33) is established.
Such representation highlights the greater interpretability and tractability of the CDNCB distribution with respect to the DNCB. The perturbing factor of the beta density in the CDNCB distribution, unlike the DNCB one, has a product form involving only the ${ }_{0} F_{1}$ function (and therefore a single series) in a completely symmetric fashion. Furthermore, ${ }_{0} F_{1}(a ; x)$ has a very simple behavior and is implemented in common statistical packages. For any fixed $a>0$, it is increasing, with values in $[1,+\infty)$ and convex. For fixed $x \geq 0$, ${ }_{0} F_{1}(a ; x)$ and its first derivative with respect to $x$ are decreasing in $a$. See plots in Figure 7 .


Figure 7 - Plots of ${ }_{0} F_{1}(a ; x)$ for $x \geq 0$ and selected values of $a>0$.
It follows that ${ }_{0} F_{1}\left(\alpha_{1} ; \lambda_{1} x / 4\right)$ in Eq. (33) has the effect of giving more weight to the right tail of the beta density through the scale parameter $\lambda_{1}$ and the shape parameter $\alpha_{1}$ determining the rate of increase of the function. Perfectly symmetric considerations hold for the other component ${ }_{0} F_{1}\left[\alpha_{2} ; \lambda_{2}(1-x) / 4\right]$ of the perturbing factor.

That said, Figures 8, 9, 10, 11, 12 display the CDNCB density for selected values of the parameters. They show that such density assumes shapes similar to the DNCB ones.

However, in order to appreciate such a variety of shapes, the non-centrality parameters $\lambda_{1}, \lambda_{2}$ have to be assigned higher values than the ones used to represent the DNCB density in Figures 2, 3, 4, 5 and 6. This discrepancy can be explained as follows.

The mixture representations given in Propositions 4 and 9 show that differences between the DNCB and the CDNCB can be entirely explained by differences between the distributions of $\left(M_{1}, M_{2}\right)$ and $\left(N_{1}, N_{2}\right)$. The latter distributions, by Remark 10, share the same conditional distributions $N_{i} \mid N^{+}$and $M_{i} \mid M^{+}$. It follows that differences between the DNCB


Figure 8 - Plots of the density of $X^{\prime \prime} \sim \operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for selected values of $\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$.


Figure 9 - Plots of the density of $X^{\prime \prime} \sim \operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for selected values of $\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$.
and the CDNCB are entirely due to differences between $M^{+}$, which has a Poisson $\left(\lambda^{+} / 2\right)$ distribution, and $N^{+}$, with probability function given by Eq. (29). Some theoretical comparisons between $M^{+}$and $N^{+}$can be made by applying the following well known monotone likelihood ratio result. Suppose $p_{1}(i)$ and $p_{2}(i)$ are two probability functions corresponding to the random variables $X_{1}$ and $X_{2}$ respectively. Then a sufficient condition for $X_{1}$ to be stochastically larger than $X_{2}$ is that the likelihood ratio $\operatorname{LR}(i)=p_{1}(i) / p_{2}(i)$ is increasing (see, for example, Lehmann and Romano (2005), Lemma 3.4.2). A direct application of this result proves that $N^{+}$is stochastically smaller than $M^{+}$, for any given $\alpha^{+}>1 / 2$. Furthermore, $N^{+}$is stochastically decreasing in $\alpha^{+}$, for any given $\lambda^{+}$, and stochastically increasing in $\lambda^{+}$, for given $\alpha^{+}$. This explains why higher values of $\lambda^{+}$for the CDNCB are needed in order that its density resembles the DNCB one. It also indicates that this is even more so when $\alpha^{+}$is large.

To appreciate the extent of this phenomenon, a graphical comparison of the probability functions of $M^{+}$and $N^{+}$for selected values of $\lambda^{+}$and of $\alpha^{+}$is presented in Figures 13, 14 and 15. In particular, one can see that the discrepancy between the distributions of $N^{+}$and $M^{+}$increases when $\lambda^{+}$gets larger. A rough idea of the link between the $\lambda^{+}$values of the two distributions can be obtained by comparing their expected values. Figure 16 reports the plots of $\mathbb{E}\left(M^{+}\right)=\lambda^{+} / 2$ and of

$$
\mathbb{E}\left(N^{+}\right)=\frac{\frac{\lambda^{+}}{4}{ }_{0} F_{1}\left(\alpha^{+}+1 ; \frac{\lambda^{+}}{4}\right)}{\alpha^{+}{ }_{0} F_{1}\left(\alpha^{+} ; \frac{\lambda^{+}}{4}\right)}
$$



Figure 10 - Plots of the density of $X^{\prime \prime} \sim \operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for $\alpha_{1}=\alpha_{2}=1$ and selected values of $\lambda_{1}, \lambda_{2}$.


Figure 11 - Plots of the density of $X^{\prime \prime} \sim \operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for $\alpha_{1}=\alpha_{2}=1$ and selected values of $\lambda_{1}, \lambda_{2}$.
as a function of $\lambda^{+}$. From this plot, for a given value of $\mathbb{E}\left(M^{+}\right)$one can find the value $\lambda^{+}$ relative to $N^{+}$which produces similar expectation. As expected, this $\lambda^{+}$value gets larger when $\alpha^{+}$increases. It is also noticeable the strong increment of the difference between the two expectations for growing $\lambda^{+}$.

As a further relevant property, the CDNCB density can take on arbitrary finite and positive limits at 0 and 1, as well as the DNCB (see Figures 10, 11 and 12). More specifically, such limits have the following expressions.

Remark 13 (Limits at 0 and 1 of the CDNCB density when $\alpha_{1}=\alpha_{2}=1$ ). Let $X^{\prime \prime} \sim \operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$. Then, the limits of the density $f_{X^{\prime \prime}}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ of $X^{\prime \prime}$ at 0 and 1 when $\alpha_{1}=\alpha_{2}=1$ are:

$$
\begin{align*}
& \lim _{x \rightarrow 0^{+}} f_{X^{\prime \prime}}\left(x ; 1,1, \lambda_{1}, \lambda_{2}\right)=\frac{{ }_{0} F_{1}\left(1 ; \frac{\lambda_{2}}{4}\right)}{{ }_{0} F_{1}\left(2 ; \frac{\lambda^{+}}{4}\right)},  \tag{35}\\
& \lim _{x \rightarrow 1^{-}} f_{X^{\prime \prime}}\left(x ; 1,1, \lambda_{1}, \lambda_{2}\right)=\frac{{ }_{0} F_{1}\left(1 ; \frac{\lambda_{1}}{4}\right)}{{ }_{0} F_{1}\left(2 ; \frac{\lambda^{+}}{4}\right)} . \tag{36}
\end{align*}
$$

Finally, notice that the general formulas for the moments of the DNCB distribution in Eq. (14) and (15) hold for the CDNCB distribution as well, provided we simply replace


Figure 12 - Plots of the density of $X^{\prime \prime} \sim \operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ for $\alpha_{1}=\alpha_{2}=1$ and selected values of $\lambda_{1}, \lambda_{2}$.


Figure 13 - Probability functions of $M^{+}$and $N^{+}$for $\lambda^{+}=1$ and $\alpha^{+} \in\{0.5,3,5\}$.
$M^{+}$by $N^{+}$. Specifically, the moments of the CDNCB distribution can be written and represented as follows.

Proposition 14 (Moments). Let $X^{\prime \prime}$ have a $\operatorname{CDNCB}\left(\alpha_{1}, \alpha_{2}, \lambda_{1}, \lambda_{2}\right)$ distribution. Let $\left(N_{1}, N_{2}\right)$ be jointly distributed as in Eq. (24) with $y=1$ and $N^{+}=N_{1}+N_{2}$. Then, $\forall r \in \mathbb{N}$, the $r$-th moment of $X^{\prime \prime}$ can be written as:

$$
\begin{equation*}
\mathbb{E}\left[\left(X^{\prime \prime}\right)^{r} \mid N^{+}\right]=\frac{1}{\left(\alpha^{+}+N^{+}\right)_{r}} \sum_{i=0}^{N^{+}}\left(\alpha_{1}+i\right)_{r}\binom{N^{+}}{i}\left(\frac{\lambda_{1}}{\lambda^{+}}\right)^{i}\left(1-\frac{\lambda_{1}}{\lambda^{+}}\right)^{N^{+}-i} \tag{37}
\end{equation*}
$$

and admits the following representation:

$$
\begin{equation*}
\mathbb{E}\left[\left(X^{\prime \prime}\right)^{r}\right]=\mathbb{E}_{\left(N_{1}, N_{2}\right)}\left[\frac{\left(\alpha_{1}+N_{1}\right)_{r}}{\left(\alpha^{+}+N^{+}\right)_{r}}\right] \tag{38}
\end{equation*}
$$

Proof. The proof follows from arguments similar to those of Proposition 7 by making use of the CDNCB ratio representation in Remark 11.

By setting $r=1$ and $r=2$ in Eq. (37) and after some manipulations, the first two moments of the CDNCB distribution can be written as perturbations of the corresponding


Figure 14 - Probability functions of $M^{+}$and $N^{+}$for $\lambda^{+}=7$ and $\alpha^{+} \in\{0.5,3,5\}$.


Figure 15 - Probability functions of $M^{+}$and $N^{+}$for $\lambda^{+}=11$ and $\alpha^{+} \in\{0.5,3,5\}$.
moments of the beta distribution in terms of the easily tractable ${ }_{0} F_{1}$ function as follows:

$$
\begin{gather*}
\mathbb{E}\left(X^{\prime \prime}\right)=\frac{\alpha_{1}}{\alpha^{+}{ }_{0} F_{1}\left(\alpha^{+} ; \frac{\lambda^{+}}{4}\right)}\left[{ }_{0} F_{1}\left(\alpha^{+}+1 ; \frac{\lambda^{+}}{4}\right)+\frac{\frac{\lambda_{1}}{4}}{\alpha_{1}\left(\alpha^{+}+1\right)}{ }_{0} F_{1}\left(\alpha^{+}+2 ; \frac{\lambda^{+}}{4}\right)\right],  \tag{39}\\
\mathrm{E}\left[\left(X^{\prime \prime}\right)^{2}\right]=\frac{\left(\alpha_{1}\right)_{2}}{\left(\alpha^{+}\right)_{2}{ }_{0} F_{1}\left(\alpha^{+} ; \frac{\lambda^{+}}{4}\right)}\left[{ }_{0} F_{1}\left(\alpha^{+}+2 ; \frac{\lambda^{+}}{4}\right)+\frac{2 \frac{\lambda_{1}}{4}}{\alpha_{1}\left(\alpha^{+}+2\right)} .\right. \\
\left.\cdot{ }_{0} F_{1}\left(\alpha^{+}+3 ; \frac{\lambda^{+}}{4}\right)+\frac{\left(\frac{\lambda_{1}}{4}\right)^{2}}{\left(\alpha_{1}\right)_{2}\left(\alpha^{+}+2\right)_{2}}{ }_{0} F_{1}\left(\alpha^{+}+4 ; \frac{\lambda^{+}}{4}\right)\right] . \tag{40}
\end{gather*}
$$

## 5. Conclusions

In this paper a new distribution on the real interval $(0,1)$ was introduced. It can be viewed as a more easily tractable and interpretable analogue of the doubly non-central beta distribution, the latter corresponding to the distribution of the compositional ratio of two independent non-central chi-squared random variables.


Figure 16 - Plot of the expected values $(\mathbb{E})$ of $M^{+}$and $N^{+}$versus $\lambda^{+}$for $\alpha^{+} \in\{0.5,3,5\}$.

The doubly non-central beta density can assume a large variety of shapes far beyond the beta model ones. Furthermore, it can take on arbitrary finite and positive limits at 0 and 1 when the shape parameters are unitary; on the contrary, the beta density cannot display such behavior. However, the perturbing factor of the beta density in the perturbation representation of the doubly non-central beta density is given by the sum of a double power series which has not a simple behavior and is not reducible in an easily tractable analytical form. Moreover, a new general formula for the moments of the standard non-central beta distribution was derived. Such formula reduces the computation of moments from a double series to a single one.

The analysis of the new non-central beta distribution has been based on the same techniques employed in the study of the standard one and has allowed a better understanding of the similarities and differences between the two distributions. Several representations of such distribution have been derived. In particular, the perturbation representation highlights the greater interpretability and tractability of the new distribution with respect to the standard one. Indeed, the perturbing factor of the beta density has a product form involving single series characterized by a simple behavior in a completely symmetric fashion.

Further analysis of such distributions is needed, in particular inferential aspects have to be addressed. We plan to tackle these issues, by starting from parameters estimation, in future work.
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## Summary

In this paper a new non-central beta distribution is defined. Several properties are derived (including various representations and moments expressions) both for the new and the standard non-central beta distribution, showing a greater tractability and interpretability of the former.
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